Salient Feature and Reliable Classifier Selection for Facial Expression Classification

*Marios Kyperountas*, *Anastasios Tefas*, and *Ioannis Pitas*

---

*a* Aristotle University of Thessaloniki

Department of Informatics

Artificial Intelligence and Information Analysis Laboratory

Box 451, 54006 Thessaloniki, Greece

Email: {mkyper@aiia.csd.auth.gr, pitas@aiia.csd.auth.gr}

*b* Informatics and Telematics Institute,

Center of Research and Technology Hellas,

Thessaloniki, Greece

* Corresponding author:

Present address:

175H San Angelo Avenue

Santa Barbara, CA 93111

Tel. +1 (805) 259-6725

Fax +1 (805) 968-2315

Email: mkyper@aiia.csd.auth.gr
Abstract

A novel facial expression classification (FEC) method is presented and evaluated. The classification process is decomposed into multiple two-class classification problems, a choice that is analytically justified, and unique sets of features are extracted for each classification problem. Specifically, for each two-class problem, an iterative feature selection process that utilizes a class separability measure is employed to create Salient Feature Vectors (SFVs), where each SFV is composed of a selected feature subset. Subsequently, two-class discriminant analysis is applied on the SFVs to produce Salient Discriminant Hyper-planes (SDHs), which are used to train the corresponding two-class classifiers. To properly integrate the two-class classification results and produce the FEC decision, a computationally efficient and fast classification scheme is developed. During each step of this scheme, the most reliable classifier is identified and utilized, thus, a more accurate final classification decision is produced. The JAFFE and the MMI databases are used to evaluate the performance of the proposed Salient-Feature-and-Reliable-Classifier Selection (SFRCS) methodology. Classification rates of 96.71% and 93.61% are achieved under the leave-one-sample-out evaluation strategy, and 85.92% under the leave-one-subject-out evaluation strategy.

Index Terms: Facial expression classification, salient feature selection, classifier selection, two-class classification.
Facial expression classification (FEC) is a type of non-verbal communication that has attracted significant attention from the scientific community over the last few years [1, 2, and 3]. This resulted from the need to develop automatic and, in some cases, real-time human centered interfaces, where the face plays a crucial role [4, 5]. Examples of applications that use FEC are facial expression cloning in virtual reality applications, video-conferencing, and user profiling, indexing, and retrieval from image and video databases. Facial expressions play a very important role in human face-to-face interpersonal interaction [6]. In fact, facial expressions represent a direct and naturally preeminent means of communicating emotions [7, 8, and 9]. The most commonly used facial expression model was an outcome of extensive studies by Ekman and Friesen [10, 11]. According to this model, there are six “universal facial expressions” representing happiness, sadness, anger, fear, surprise and disgust.

1.1 Previous Work

In general, the human brain can recognize facial expressions just by observing the shape of facial features [12, 13]. When dealing with the FEC problem, the feature extraction process can be appearance-based or geometry-based. For appearance-based processes, the fiducial points of the face are selected either manually or automatically [14]. Then, feature extraction filters, which are usually Gabor filters, are convolved with the facial images and vectors are formed by the responses of the filtering processes. Alternatively, these filters can be applied to the entire face image. For geometry-based processes, the positions of a set of fiducial points form a feature vector that represents the facial geometry [14].

Approaches for FEC can be divided into spatial and spatio-temporal. In spatial approaches, temporally disjoint images are processed in order to extract spatial facial features that are then used for the classification of facial expressions. Some state-of-the-art spatial FEC methods are [14, 15, 16, 17, 18, and 19]. In [14], two hybrid FEC systems are proposed that employ the ‘one-against-all’ classification strategy. The first system decomposes the facial images into linear combinations of several basis images using Independent Component Analysis (ICA). Subsequently, the corresponding coefficients of these combinations are fed into Support Vector Machines (SVMs) that carry out the classification process. In addition, the performance of baseline techniques that combine ICA with either two-class Cosine Similarity Classifiers (CSC) or two-class Maximum Correlation Classifiers (MCC) is investigated. The second system performs feature extraction via a set of Gabor Wavelets (GWs). The resulting features are then classified using CSC, MCC, or SVMs that employ various kernel functions. In [15], the FEC problem is undertaken using Kernel Canonical Correlation Analysis (KCCA). Initially, for each facial
image, 34 landmark points are manually located and then converted into a Labeled Graph (LG) vector using the Gabor Wavelet Transformation (GWT) method to represent the facial features. Also, for each training facial image, the semantic ratings describing the basic expressions are combined into a six-dimensional semantic expression vector, by utilizing class-label information. KCCA is employed to implement the learning of the correlation between the LG vector and the semantic expression vector. This correlation contributes to the estimation of the associated semantic expression vector of a given test image that is used to perform FEC. The method in [16] uses Supervised Locally Linear Embedding (SLLE) to perform feature extraction. Then, a minimum-distance classifier is used to classify the various expressions. SLLE computes low dimensional, neighborhood-preserving embeddings of high dimensional data and is used to reduce data dimension and extract features. The basic idea of LLE is the global minimization of the reconstruction error of the set of all local neighbors in the data set. This technique maps its inputs onto a single global coordinate system of lower dimension, attempting to discover nonlinear structure in high dimensional data by exploiting the local symmetries of linear reconstructions. It expects the construction of a local embedding from a fixed number of nearest neighbors to be more appropriate than from a fixed subspace. The Supervised-LLE algorithm uses class label information when computing neighbors to improve the performance of classification. The work in [17] introduces the ICA-FX feature extraction method that is based on ICA and is supervised in the sense that it utilizes class information for multi-class classification problems. Class labels are incorporated into the structure of standard ICA by being treated as input features, in order to produce a set of class-label-relevant and a set of class-label-irrelevant features. The learning rule being used applies the stochastic gradient method to maximize the likelihood of the observed data. Then, only class-label-relevant features are retained, thus reducing the feature space dimension in line with the principle of parsimony. This improves the generalization ability of the nearest-neighbor classifier that is used to perform FEC. In [18], the Locality-Preserved Maximum Information Projection (LPMIP) technique produces linear projections used to identify the underlying manifold structure of a data set. LPMIP takes within-locality and between-locality into account simultaneously in the modeling of the manifold. LPMIP seeks to find a balance between the global and local structures, so as to find a subspace that detects the intrinsic manifold structure for classification tasks. To perform FEC, facial expression features are extracted using Gabor wavelet filters at 34 manually marked fiducial points on each face. Then, once the facial expression projection subspace is learned via LPMIP, a nearest-neighbor classifier is used to produce the FEC decision. In [19], a FEC system is developed that classifies frontal images to one of 7 basic facial expressions. Initially,
features are extracted using a bank of Gabor filters of 8 orientations and 5 scales. Then, the AdaBoost method of [20] is applied for feature selection. AdaBoost sequentially selects the feature that gives the most information about classification, given the features that have been already selected. The selected features are fed to 7 SVM classifiers that are trained to discriminate each expression from everything else. The expression classification decision is made by choosing the classifier with the maximum margin for the test example.

Unlike spatial approaches, spatio-temporal methods allow the modeling of the dynamics of facial expressions by taking into consideration facial features that are extracted from multiple frames of a facial expression video sequence. Some recent state-of-the-art spatio-temporal FEC methods are [21, 22, 23, 24, and 25]. Spatial approaches were shown to achieve good FEC performance, even though, in some cases, temporal changes can provide critical information about expressions that can lead to improved recognition performance. Specifically, evidence suggests that facial dynamics enhance recognition accuracy under suboptimal viewing conditions [26]. This is because motion information can serve to normalize variations due to lighting, skin color, and other static facial variations [27]. Nevertheless, spatio-temporal algorithms can only be employed in a limited number of applications, since they usually demand high computational load and also because spatial data are more readily available than temporal data. As a result, we focus our effort on developing a spatial-only FEC method that can provide good classification results.

1.2 The Salient Feature and Reliable Classifier Selection (SFRCS) Methodology

The proposed SFRCS spatial FEC methodology attempts to classify any random facial image to one of the following $C = 7$ basic facial expression classes: happiness (E1), sadness (E2), anger (E3), fear (E4), surprise (E5), disgust (E6), and neutral state (E7). To do so, the best subset of extracted features is identified and these selected features are concatenated to produce the Salient Feature Vectors (SFVs). This is done individually for all $\frac{C(C-1)}{2}$ pair-wise comparisons between the $C$ facial expression classes. For each pair of expression classes, the (two) SFVs are produced by first convolving the facial images with a set of 2-D Gabor filters, which are associated with different scales and orientations, to extract the features and then utilizing a class separability measure in an iterative process to select a subset of salient features. This measure is based on Fisher’s criterion [28] and quantifies the separation, produced in a Linear Discriminant Analysis (LDA) subspace, between two facial expression classes, when these classes are represented by a specific feature set. As a result, we can identify the combination of features that produces the largest class separation for a specific pair of expression classes, i.e.
the salient feature set. By utilizing this criterion, the feature selection process can reject features that produce the need to have strongly non-linear separating surfaces between the classes, which drastically weaken the classification performance of a LDA-based algorithm. Moreover, it prevents selecting features that are similar to one another, i.e. that are, or are close to being, linearly dependent. Then, two-class LDA is applied to the SFVs in order to produce the Salient Discriminant Hyper-planes (SDHs), which are essentially projections onto which large class separations are attained. The SDHs are used to train the \( \frac{C(C-1)}{2} \) two-class classifiers, and the corresponding two-class separations are measured. This completes the training phase of our algorithm.

Next, during the test phase where the FEC decision is produced, the class separability measurements are utilized to develop a novel classification scheme that is tailored to the feature selection process. A reference Interim Classification Scheme (ICS) is presented, which integrates the two-class classification results and has certain useful properties that can lead to a fast and accurate decision. The first property is that the classification decision is produced by utilizing results from only \( C-1 \) two-class classifiers and, in this set of classifiers, all \( C \) classes – one of which is the true class – are considered as possible outcomes. Secondly, if a class is rejected by any of the \( C-1 \) classifiers, none of the remaining classifiers considers the rejected class as a possible outcome. The ICS is used to illustrate the steps of the proposed Reliable Classifier Selection (RCS) classification scheme, which can be initialized on the same classifier topology and to show that both share the same useful properties.

The RCS consists of \( C-1 \) classification steps, where at each step the most reliable classifier is identified, which is associated with the largest class separation and, as such, is expected to solve the easiest two-class problem. The classification decision that is produced by this classifier is used to designate the facial expression class that matches the least to the expression of the test face. This facial expression class, which represents the current top mismatch to the true class, is no longer a candidate to being the true class. By association, all two-class problems, or classifiers, that consider this class as a possible outcome are removed from the remaining classification process. The RCS classification scheme produces computationally efficient and accurate classification decisions, since it reduces the classification process to solving only \( C-1 \) two-class classification problems, the ones associated with the most reliable classifiers.

1.3 Paper Outline

The outline of this paper is as follows: Section 2 illustrates how the multi-class and the one-against-all LDA approaches compare against the two-class LDA approach. Here, we justify why the proposed SFRCS method
chooses to incorporate two-class LDA in order to tackle the FEC problem. Section 3 presents the feature extraction process, as well as the iterative process that is used to select the set of features that comprise each SFV and create the SDHs. Section 4 introduces the reference ICS and the proposed RCS classification scheme that is developed in order to produce a more accurate FEC decision by identifying the most reliable classifiers. In section 5, the proposed methodology is tested on the JAFFE and MMI facial expression databases under common evaluation strategies in order to assess its FEC performance on standard data sets and compare it against competing state-of-the-art algorithms. Lastly, conclusions are drawn in section 6.

2. TWO-CLASS LDA VERSUS MULTI-CLASS AND ONE-AGAINST-ALL LDA

The purpose of this section is to justify our choice to use two-class LDA in order to tackle the FEC problem. In general, two-class LDA, or Fisher’s Linear Discriminant (FLD) [28], accommodates our feature selection process well, since it allows forming a distinct set of features for each two-class classification problem. This is important and is expected to benefit the FEC process, since certain features are expected to be more useful when producing a separation between a specific pair of facial expression classes, than between a different pair. On the contrary, if multi-class LDA [28] was to be employed, which is the most common solution for recognition or classification problems where more than two classes are present, the same set of features would always be used to concurrently produce a separation between all classes. A third choice is one-against-all LDA, where a separation is produced between one class and all remaining classes [29]. Contrary to the classifier in the multi-class or one-against-all LDA case, the classifier in the two-class case is trained using a much smaller number of examples. This reduces the probability of including examples that may generate the need to produce a non-linear separation in order to discriminate between the classes. Therefore, the classifier in the two-class LDA case is expected to be more capable of producing a less complex decision boundary, in terms of linearity. This is because for two-class LDA, one class, e.g. $\mathcal{Y}_A$, is to be separated from a second class, e.g. $\mathcal{Y}_B$, whereas for one-against-all LDA, class $\mathcal{Y}_A$ is to be separated from all remaining classes, including class $\mathcal{Y}_B$, which should indeed be a more difficult problem. Even worse, for multi-class LDA, class $\mathcal{Y}_A$ is to be separated from all remaining classes and, concurrently, each of the remaining classes is to be separated from all other classes as well. Intuitively, we expect the feature selection and classification process for the multi-class or one-against-all LDA to be more susceptible to generalization problems. Next, an analysis is presented in order to verify these expectations and show the benefits of using two-class LDA. In subsection 2.1, multi-class LDA is compared against two-class LDA. In order to do
so, Fisher’s criterion for the multi-class case is reformulated as the pair-wise expression that is shown in (9). We show that, under certain assumptions, (9) is equivalent to (1). Then cases are presented for which two-class LDA is expected to outperform multi-class LDA. In subsection 2.2, one-against-all LDA is compared against two-class LDA. Once again, certain assumptions are made and the alternative representation of Fisher’s criterion for the one-against-all case is presented in (11). Then cases are presented for which two-class LDA is expected to outperform one-against-all LDA. In subsection 2.3, the three LDA-based classification approaches are evaluated in terms of computational cost and time complexity.

2.1 Multi-class vs. two-class LDA

Given a set of \( N \) feature vectors, realized by \( x_i \in \mathbb{R}^d, i = 1, \ldots, N \), in the \( d \)-dimensional space, LDA is used to linearly reduce the dimension of these feature vectors by projecting them to the subspace defined by a discriminant matrix \( W \) that maximizes the ratio of the between-class scatter against the within-class scatter [28]:

\[
J(W) = \frac{\text{trace}(W^T S_b W)}{\text{trace}(W^T S_w W)},
\]

(1)

where \( S_b \) and \( S_w \) are the between-class and within-class scatter matrices, respectively. Alternatively, one can maximize the ratio of the determinants of the between-class scatter against the within-class scatter [30]. Assuming that the \( N \) feature vectors correspond to \( C \) different classes, \( \mathcal{Y}_i, i = 1, \ldots, C \), then \( S_b \) and \( S_w \) can be defined as:

\[
S_b = \sum_{i=1}^{C} N_i (\mu_i - \mu)(\mu_i - \mu)^T,
\]

(2)

\[
S_w = \sum_{i=1}^{C} \sum_{x \in \mathcal{Y}_i} (x_i - \mu_i)(x_i - \mu_i)^T,
\]

(3)

where \( \mu = \frac{1}{N} \sum_{i=1}^{N} x_i \) is the mean of all samples, \( \mu_i = \frac{1}{N_i} \sum_{x \in \mathcal{Y}_i} x_i \) is the mean of the feature vectors in class \( \mathcal{Y}_i \), and \( N_i \) is the number of feature vectors in class \( \mathcal{Y}_i \).

In order to investigate on the expected performance of multi-class LDA versus a set of two-class LDA problems that compare between all possible pairs of classes, we will reformulate \( S_b \) as a pair-wise expression. Let us firstly assume that the classes are homoscedastic [30]. That is, they follow the same probability distribution and thus they have the same within-class scatter matrix \( S_w \) given in (3). It is straightforward to show that the whitening transform [30] can be used to transform all the classes to have within-class scatter matrix equal
to the identity matrix. The whitening process transforms the samples \( x_i, \in \mathcal{R}^d, \ i = 1, \ldots, N \) to the samples \( x_i', \in \mathcal{R}^d, \ i = 1, \ldots, N \) such that \( x_i' = (F\mathbf{L}^{-1/2})^T x_i \), where \( F \) is a square matrix consisting of the eigenvectors of \( \mathbf{S}_W \) and \( \mathbf{L} \) is a diagonal matrix containing the corresponding eigenvalues of \( \mathbf{S}_W \). For notation simplicity we consider the samples \( x_i, \in \mathcal{R}^d, \ i = 1, \ldots, N \) to be pre-whitened and, thus, have as within scatter the identity matrix, i.e., \( \mathbf{S}_W = \mathbf{I} \). Of course, the between scatter given is (2) is calculated over the pre-whitened samples. Let us also denote by \( P_i \) the prior probability of class \( l \). For simplicity, it is assumed that each class \( l \) contains \( N_i \) number of samples and its prior is estimated by \( P_i = \frac{N_i}{N} \). Then, the between scatter matrix is given by:

\[
\mathbf{S}_B = N\sum_{i=1}^C P_i (\mathbf{\mu}_i - \mathbf{\mu}) (\mathbf{\mu}_i - \mathbf{\mu})^T = N\sum_{i=1}^C P_i (\mathbf{\mu}_i^T + \mathbf{\mu}^T - 2\mathbf{\mu}_i^T)
\]

Replacing the global mean by the class means, \( \mathbf{\mu} = \sum_{k=1}^C P_k \mathbf{\mu}_k \), and considering that \( \sum_{i=1}^C P_i \mathbf{\mu}_i^T = \mathbf{\mu}^T \) we get:

\[
\mathbf{S}_B = N\sum_{i=1}^C P_i (\mathbf{\mu}_i^T - 2\sum_{k=1}^C P_k \mathbf{\mu}_k) = N\sum_{i=1}^C P_i \left( \sum_{i=1}^C P_i \mathbf{\mu}_i \right)^T
\]

\[
= N\left( \sum_{i=1}^C P_i \mathbf{\mu}_i^T - 2\sum_{k=1}^C P_k \mathbf{\mu}_i + \sum_{k=1}^C P_k \mathbf{\mu}_k \right)
\]

\[
= \frac{N}{2} \left( 2\sum_{i=1}^C P_i \mathbf{\mu}_i^T - 2\sum_{k=1}^C P_k \mathbf{\mu}_i \right)
\]

Finally, by algebraic manipulations and interchanging of indices in (5) it is straightforward to show that:

\[
\mathbf{S}_B = \frac{N}{2} \left( \sum_{i=1}^C P_i \mathbf{\mu}_i^T - 2\sum_{k=1}^C P_k \mathbf{\mu}_k \right)
\]

\[
= \frac{N}{2} \sum_{i=1}^C P_i (\mathbf{\mu}_i - \mathbf{\mu}_l) (\mathbf{\mu}_i - \mathbf{\mu}_l)^T
\]

It can be seen in (6) that the between-class scatter matrix can be represented by an accumulation of pair-wise scatters of class-mean differences. Each pair-wise scatter, or the term inside the double summation, is the between-class scatter matrix of classes \( l \) and \( k \), as it would be modeled in a two-class classification problem using FLD. This is shown next:

\[
\mathbf{S}_B = N\sum_{i=1}^C P_i (\mathbf{\mu}_i - \mathbf{\mu}) (\mathbf{\mu}_i - \mathbf{\mu})^T = \frac{N}{2} \sum_{i=1}^C \sum_{k=1}^C P_i (\mathbf{\mu}_i - \mathbf{\mu}_l) (\mathbf{\mu}_i - \mathbf{\mu}_k)^T
\]

\[
= NP_i (\mathbf{\mu}_i - \mathbf{\mu}_l) (\mathbf{\mu}_i - \mathbf{\mu}_k)^T.
\]
The double summation in (6) results in calculating the between-class scatter matrix of a pair of classes twice. Moreover, the double summation also involves calculating the between-class scatter matrix for the case where \( l = k \), where the outcome would be zero. Therefore, we can remove the terms in (6) that are redundant when calculating \( S_B \) and re-state it as:

\[
S_B = N \sum_{j=1}^{C-1} \sum_{k=j+1}^{C} P_j P_k (\mu_j - \mu_k)(\mu_j - \mu_k)^T.
\] (8)

Clearly, it is seen that \( S_B \) is calculated by accumulating results from \( \frac{C(C-1)}{2} \) pair-wise scatters of class-mean differences, or, equivalently, by accumulating the between-class scatter matrices that result from \( \frac{C(C-1)}{2} \) two-class classification problems.

Next, the \( S_B \) expression of (8) is used to illustrate the cases for which \( C \)-class, or multi-class, LDA produces a large classification error due to the accumulation operation, unlike two-class LDA which circumvents this problem. Since the samples are pre-whitened and \( S_W = I \), the denominator in (1) becomes

\[
\text{trace}(W^T S_B W) = \text{trace}(W^T W) = \text{trace}(I) = d,
\]

where we have used the fact that the projection vectors in \( W \) are orthonormal [30]. That is, the denominator of (1) does not contribute to the optimization problem after whitening and thus we should only focus our analysis on the numerator. Let us substitute (8) into (1). Then, the Fisher criterion essentially reduces to maximizing:

\[
J(W) = \frac{1}{d} \text{trace}(W^T S_B W) = \frac{N}{d} \text{trace}(W^T \sum_{j=1}^{C-1} \sum_{k=j+1}^{C} P_j P_k (\mu_j - \mu_k)(\mu_j - \mu_k)^T W)
\]

\[
= \frac{N}{d} \text{trace}(\sum_{j=1}^{C-1} \sum_{k=j+1}^{C} P_j P_k W^T (\mu_j - \mu_k)(\mu_j - \mu_k)^T W)
\] (9)

It can be seen that the Fisher criterion seeks to find a projection that maximizes the weighted mean squared distance between all pairs of classes \( l \) and \( i \). Moreover, if we consider classes with equal priors, the distance between each pair of classes is set to be the difference between their means. Therefore, LDA is based on a single prototype per class, the class mean, which is often insufficient for the multi-class case. It is well-known that for homoscedastic classes the multi-class LDA is optimal in terms of Bayes error when we can project the samples keeping \( C - 1 \) dimensions [31]. However, when we project to one dimension, even for homoscedastic classes, multi-class LDA is not optimal in terms of Bayes error [30]. In this case, two-class LDA is optimal and thus one-against-one classification is optimal for each two-class problem defined. The number of two-class classifiers that
need to be defined in this case is \( \frac{C(C-1)}{2} \). To illustrate more clearly that multi-class LDA is not optimal when projecting to one dimension we discuss the form of equation (9). Specifically, (9) indicates that the accumulation (double summation) operation of multi-class LDA is likely to produce classification errors for cases where the training set contains at least one class, whose mean varies significantly from the means of the remaining classes. These errors are expected to exacerbate when the total number of classes is relatively small, as is the case with FEC, where the number of classes is \( C = 7 \), since (9) seeks to produce the maximum mean difference between the means of the classes. As a result, when producing a multi-class separation, (9) will heavily take into account the presence of the class that is well-separated from the remaining classes. In this case, multi-class LDA will produce a projection onto which large overlaps between the remaining classes are produced, rendering the classification process problematic.

Fig. 1 illustrates the aforementioned problem by presenting classes A, B, and C in the two-dimensional space. The difference between the means of the classes A,C and B,C is much larger than the difference between the means of the classes A,B. We want to observe the effect of this class topology on the numerator of Fisher’s criterion, thus we again assume that the within-class scatter matrix is the identity matrix after whitening. Fig. 1a shows the hyper-plane that corresponds to the discriminant weight vector \( w_{A,B,C} \) that is produced by multi-class LDA. When classes A and B are projected onto this hyper-plane, there is significant overlap and, as a result, classification errors are produced when attempting to classify between these two classes. On the contrary, Fig. 1b shows the 3 hyper-planes that correspond to the discriminant weight vectors \( w_{A,B} \), \( w_{A,C} \), and \( w_{B,C} \). These weight vectors can be produced by 3 two-class LDA processes where the pairs of classes under consideration are A-B, A-C, and B-C, respectively. It is clear that each two-class solution provides a clean separation between the two classes. Assuming that a proper classification scheme can be developed to integrate the classification results from these 3 pair-wise comparisons, the two-class LDA will produce a better solution than multi-class LDA.

A second case where multi-class LDA is not expected to produce good classification results is if a non-linear separation is required in order to separate all the classes from one another. Fig. 2 illustrates such a case, with Fig. 2a showing the discriminant solution – the projection coordinates illustrated as dotted line segments – that a multi-class classifier should utilize for a valid separation between all 5 classes. Clearly, this discriminant solution is non-linear, thus, multi-class LDA cannot handle this particular classification problem. On the other hand, Fig. 2b shows the discriminant solution that can be produced from a pair-wise classification process. Each hyper-
plane – a dotted line – can be produced by applying LDA on each pair of classes, for all pair-wise class combinations. Once again, it is shown that each two-class discriminant solution produces a clean separation between the two classes. As a result, assuming that a proper classification scheme can be developed to integrate the pair-wise classification results, two-class LDA will produce a better solution than multi-class LDA. That is, two-class LDA, in one-against-one classifiers, defines nonlinear separating surfaces (piecewise linear) whereas multiclass LDA defines linear separating hyperplanes.

2.2 One-against-all vs. two-class LDA

The one-against-all method converts a \( C \)-class problem into \( C \) classification problems [29]. Each classification problem must discriminate between one of the \( C \) classes, e.g., \( \gamma_i \), and the union of the remaining \( C - 1 \) classes, i.e. \( \overline{Y} = \bigcup_{j \neq i} \gamma_j \). Accordingly, the between class scatter-matrix of any \( i \)-th one-against-all classification problem, out of the total \( C \), can be defined as:

\[
S'_i = P_i (1 - P_i) (\mu_i - \overline{\mu}_i)(\mu_i - \overline{\mu}_i)^T,
\]

where \( \mu_i = \frac{1}{N_i} \sum_{x_i \epsilon \gamma_i} x_i \), \( \mu_i = \frac{1}{N - N_i} \sum_{x_i \not\epsilon \gamma_i} x_i \), and \( N_i \) is the number of feature vectors in class \( \gamma_i \). Assuming that \( S'_i \) is an identity matrix, the Fisher criterion reduces to maximizing:

\[
J(W) = \frac{1}{d} \text{trace}(W^T S'_i W) = \frac{1}{d} \text{trace}(P_i (1 - P_i) W^T (\mu_i - \overline{\mu}_i)(\mu_i - \overline{\mu}_i)^T W).
\]

The fact that the maximum difference between the mean of one class from the mean of the union of the remaining classes is sought, can make the process susceptible to classification errors. Specifically, the same problems that were previously shown to affect multi-class LDA can also affect one-against-all LDA. Fig. 1c shows an example of the classification errors that can be produced when the mean of a class, in this case class C, is located at a relatively large distance from the means of the remaining classes. When the task is to classify between class A and the group of classes B and C, or between class B and the group of classes A and C, the projections to the corresponding hyper-planes \( w_{A,BC} \) and \( w_{B,AC} \) produce a significant overlap between classes A and B. Thus, it becomes clear that using the union of the remaining classes, which in this case is simply their mean, to form one new class can be problematic for classification purposes.

As with multi-class LDA, Fig. 2c shows that one-against all LDA can also face insurmountable problems that are related to non-linearity, though, in this case, the problem doesn’t seem to exacerbate as much. It is shown that
a non-linear separation is required in order to separate any one class, in this case class C, from the remaining
classes. Fig. 2c shows the discriminant solution that a one-against-all classifier should utilize to do so. Since at
least 2 hyper-planes are required, it is obvious that this discriminant solution is non-linear, therefore, one-against-
all LDA may have difficulty to solve this particular classification problem. Moreover, there are cases when the
classification problem becomes more difficult, e.g., when the task is to produce a separation between class A and
the remaining classes. In that case, the mean of the remaining classes roughly maps onto the space of A. As
mentioned before, Figs. 1b and 2b show that two-class LDA produces a valid separation between the classes.

2.3 Computational and time complexity

At this point, the computational complexity of the three LDA-based classification approaches is considered.
Once again, it is assumed that each class \( l \) contains the same number of \( d \)-dimensional feature vectors
(samples), \( N_i = L = \frac{N}{C} \). For an LDA process, the computational complexity associated with evaluating the
covariance matrixes is \( N \cdot d^2 \) and the computational complexity associated with the eigenvector decomposition
process is \( N \cdot d \cdot \min(N,d) \), thus, the total complexity is \( N \cdot d \cdot \left(d + \min(N,d)\right) \). The computational complexity
for multi-class LDA is \( C \cdot N \cdot d \cdot \left(d + \min(N,d)\right) \), since one LDA process is implemented using all \( N \) data. The
computational complexity for one-against-all LDA is \( C \cdot N \cdot d \cdot \left(d + \min(N,d)\right) \), since \( C \) LDA processes are
implemented, each using all \( N \) data and each with complexity \( N \cdot d \cdot \left(d + \min(N,d)\right) \). For two-class LDA, the
computational complexity is \( (C-1) \cdot N \cdot d \cdot \left(d + \min\left(\frac{2N}{C},d\right)\right) \), since \( \frac{C(C-1)}{2} \) LDA processes are implemented,
each using \( \frac{2N}{C} \) data and each with complexity \( \frac{2N}{C} \cdot d \cdot \left(d + \min\left(\frac{2N}{C},d\right)\right) \). From the above, two conclusions are
drawn: a) two-class LDA as well as multi-class LDA are always more efficient than one-against-all LDA, and b)
as \( C \) increases, multi-class LDA becomes more efficient than two-class LDA. The two approaches are equally
efficient only for the \( C = 2 \) case.

With the development of the distributed computing field, parallel processing is often employed to train large-
scale algorithms in order to reduce training time. Using parallel processing, the training time complexity for one-
against-all LDA improves by a factor of \( C \) and becomes \( N \cdot d \cdot \left(d + \min(N,d)\right) \). Two-class LDA improves by a
factor of \( \frac{C(C-1)}{2} \) and becomes \( \frac{2}{C} \cdot N \cdot d \cdot \left( d + \min \left( \frac{2N}{C}, d \right) \right) \). This is because the multiple LDA processes can be computed in parallel fashion. Since one LDA process is implemented for multi-class LDA, there is no reduction in time complexity (under this basic optimization consideration of parallel processing). From the above, two conclusions are drawn regarding the time complexity during the training phase, under the parallel processing assumption: a) one-against-all LDA becomes equally efficient as multi-class LDA, and b) as \( C \) increases, two-class LDA becomes more efficient than either multi-class LDA, or one-against-all LDA. All three approaches are equally efficient only for the \( C = 2 \) case. In general, when parallel computing is employed, the training cost for two-class LDA is the smallest due to the fact that the number of samples trained at a time is also the smallest.

In this section, it was shown that, under certain conditions, two-class LDA is expected to perform better than either multi-class or one-against-all LDA. Moreover, in [32], it was shown that, over a large number of randomly generated problems, the two-class solution produces the best results. It is noted, however, that our analysis used the assumption that \( S_w \) is an identity matrix that can be produced using whitening for homoscedastic classes, so it cannot be claimed that two-class LDA will always produce the best solution. Usually, the more \( S_w \) resembles an identity matrix, the more restricted the data distribution becomes, so the more statistically significant the class mean becomes, in terms of providing the ability to model the class data accurately. For example, when \( S_w \) is an identity matrix, a class is represented as a circle in the 2-D space, with the data being centered around the class-mean. In general, the more statistically significant the means of the classes are, the more the conclusions of this section are expected to hold. So, another conclusion is that the relative merits of a classification approach depend on the problem at hand [32].

Two-class LDA can effectively handle cases where one or more classes have highly dissimilar characteristics, e.g. related to the class mean, to the remaining classes. Moreover, it can overcome the non-linearity problems for the cases that were presented. Naturally, cases may exist where two specific classes cannot be linearly separated, resulting to classification errors by all methods, including two-class LDA. Nevertheless, to the extent that the results of this section can serve as a guide, the performance of two-class LDA is expected to be better than that of its two counterparts. Stemming from the observations of the two aforementioned cases, we choose to implement \( \frac{C(C-1)}{2} \) two-class classification processes, where each discriminant hyper-plane attempts to separate between
two facial expression classes. In section 4, we develop a classification scheme that can efficiently and effectively integrate the results from all two-class classifiers in order to produce the final classification decision.

3. Creating the Salient Feature Vectors and the Salient Discriminant Hyper-Planes

In this section, the 2-D Gabor-based feature extraction process is presented. Moreover, the feature selection technique that utilizes a Fisher-based class separability measure to construct the SFVs is introduced. Lastly, the process that produces the SDHs by applying discriminant analysis on the SFVs is presented.

3.1 Gabor-based Feature Extraction

Initially, a feature set that contains $M$ features is extracted from each training facial image. These $M$ features correspond to the image being convolved with $M$ two-dimensional Gabor filters of different scales and orientations. The 2-D Gabor filter is produced by modulating a complex exponential by a Gaussian envelope, and can allow the direction of oscillation to any angle in the 2-D cartesian plane. Thus, a filter is produced with local support that is used to determine the image’s oscillatory component in a particular direction at a particular frequency. This is particularly useful for FEC since different facial expressions (e.g. happiness vs. disgust, or neutral) produce these components at different directions and/or frequencies. A complex-valued 2-D Gabor function can be defined as [33]:

$$\Psi(k,x) = \frac{k^2}{\sigma^2} \exp\left(-\frac{k^2 x^2}{2\sigma^2}\right) \left[\exp(jkx) - \exp(-\frac{\sigma^2}{2})\right]$$ (12)

To produce $M = M_s M_o$ different Gabor functions, let us assume that $M_s$ different scales and $M_o$ different orientations are investigated. The different scales can be obtained by setting $k_i = \pi i / 2$, where $i = 1, \ldots, M_s$. The different angular orientations can be obtained by selecting $M_o$ angles between 0 and 180 degrees, i.e. starting from 0° with a step-angle of $\frac{180^\circ}{M_o}$.

3.2 Class Separability Measure for Feature Selection

Next, a combination of the $N$ most useful features, out of the $M$ total, is selected when the task at hand is to discriminate between a specific pair of facial expression classes. Based on the consideration that different facial expressions produce more oscillatory components at different directions and frequencies, it is expected that, for a given pair of classes, the features extracted by Gabor functions that are related to the different scales and orientations that are more associated with each of these two classes, but not with both, can be used to produce a
larger class separation, than the rest of the features can. In total, there exist \( \frac{C(C-1)}{2} = 21 \) distinct pair-wise class combinations for the \( C = 7 \) facial expression classes: \( \{E1,E2\}, \{E1,E3\}, \{E1,E4\}, \{E1,E5\}, \{E1,E6\}, \{E1,E7\}, \{E2,E3\}, \{E2,E4\}, \{E2,E5\}, \{E2,E6\}, \{E2,E7\}, \{E3,E4\}, \{E3,E5\}, \{E3,E6\}, \{E3,E7\}, \{E4,E5\}, \{E4,E6\}, \{E4,E7\}, \{E5,E6\}, \{E5,E7\}, \) and \( \{E6,E7\} \). Thus, the feature selection process that is presented next creates 21 sets of salient features. At this point, the \( M \) 2-D features that were extracted from each facial image are converted into \( M \) 1-D vectors via row-concatenation. Accordingly, \( M \) feature vectors, \( f^i \), where \( i = 1,\ldots,M \), are produced.

Let us assume that we need to classify between a specific pair \( E_x \) and \( E_y \). In order to select the subset of \( N \) most useful feature vectors, where \( N < M \), a class separability measure that is based on the maximum value of Fisher’s criterion is employed. It is noted that, for our purposes, this is a suitable measure since the discriminant hyper-planes that we later produce to train each two-class classifier stem from Fisher’s criterion. When examining the \( i \)-th feature vector, this separability measure, which is associated with both the between-class and the within-class distance, is defined as:

\[
J_{E_x,E_y}(i) = \frac{\mu_{0,E_x,i} - \mu_{0,E_y,i}}{\sigma_{0,E_x,i}^2 + \sigma_{0,E_y,i}^2},
\]

where \( \mu_{0,E_x,i} \) and \( \mu_{0,E_y,i} \) denote the sample mean and \( \sigma_{0,E_x,i}^2 \) and \( \sigma_{0,E_y,i}^2 \) the sample variance of the training feature vectors of classes \( E_x \) and \( E_y \), respectively, when projected to the subspace defined by \( w_{0,E_x,i,j} \). The discriminant vector \( w_{0,E_x,i,j} \) is given by

\[
w_{0,E_x,i,j} = S_{W,E_x,i,j}^{-1} \left( m_{E_x,i} - m_{E_y,i} \right),
\]

where \( m_{E_x,i} \) and \( m_{E_y,i} \) denote the sample mean of the feature vectors of classes \( E_x \) and \( E_y \), respectively, for the \( i \)-th feature. Moreover, \( S_{W,E_x,i,j} \) is the within-class scatter matrix for the \( i \)-th feature, and is defined as

\[
S_{W,E_x,i,j} = \sum_{j \in E_x} (f_{i,j} - m_{E_x,i}) (f_{i,j} - m_{E_x,i})^T + \sum_{j \in E_y} (f_{i,j} - m_{E_y,i}) (f_{i,j} - m_{E_y,i})^T,
\]

where \( j \) indicates the class (either \( E_x \) or \( E_y \)) to which the \( i \)-th feature vector, \( f_{i,j} \), belongs to. So, each summation term adds up all the \( i \)-th feature vectors that belong to a specific class.
Using (13), we now have a class separability measure that indicates how useful each of the \( M \) features is. One option on how to select the \( N \) best features, out of the total \( M \), could be by identifying the ones that produce the \( N \) largest values for this separability measure:

\[
J_{E_x,E_y}^{\text{max}} = \max_{N} \left( J_{E_x,E_y}^{\text{max}} (1,\ldots,M) \right) = J_{E_x,E_y}^{\text{max}} (i), \ i \subseteq 1,\ldots,M.
\]  

(16)

However, we also need to consider that the \( N \) (per class) best feature vectors, which were selected in order to discriminate between classes \( E_x \) and \( E_y \), will subsequently be processed by a two-class LDA process in order to produce the discriminant hyper-plane. To do so, the \( N \) selected feature vectors are concatenated to produce one large column vector, the SFV, as such:

\[
f_j^{\text{SFV}_{E_x}} = \left[ f_j^{(1)} \ T, \ldots, f_j^{(N)} \ T \right] ^T, \text{ where } i \subseteq 1,\ldots,M, \text{ and } f_j \in E_x \text{, or, } f_j \in E_y.
\]  

(17)

As a result, notions such as linear dependency between the feature vectors should be taken into account when selecting the \( N \) best features. For example, if two feature vectors are linearly dependent, or close to being linearly dependent, then the selection of both these vectors, rather than only one of them, would not provide any additional benefit to the discriminant ability of the hyper-plane being produced to train the two-class classifier. For this reason, an iterative feature selection process that is again based on the class separability measure (13) is developed in order to define the group of feature vectors that should compose each pair of SFVs, for all two-class problems. Specifically, the separability measure is not applied independently to each feature but, rather, to groups of features, in order to identify the feature combination that produces the largest class separation.

### 3.3 Creating SFVs to produce SDHs

A feature selection methodology is now applied in order to construct the \( \frac{C(C-1)}{2} \) SDHs, where each hyper-plane is associated with two realizations (one per class) of \( N \) selected features that compose the two SFVs. The process that is followed to construct the SFVs is based on the well-known ‘forward-selection’ process that has been extensively used in statistics [34]. Using forward selection, we add one of the \( M \) Gabor features to the SFV one at a time. At each step, each Gabor feature that is not already in the SFV is tested for inclusion in the SFV. The most significant of the remaining Gabor features is then added to the SFV. The class separability measure of (13) is utilized to determine which one of the remaining Gabor features is the most significant. The process iterates until \( N \) Gabor features are selected. Specifically, the first feature vector to be selected is the one that
produces the maximum $J_{E_i,j}^\text{max}$ value, out of all the original $M$ feature vectors, when attempting to discriminate between the two facial expression classes $E_i$ and $E_j$. Subsequently, each feature vector to be selected next is identified by creating groups of features in vector form, i.e. $f_{\text{group}}$, where each group contains the feature vectors that were previously selected and a new candidate feature vector. A candidate feature vector, for which (19) and (20) are used to determine if it is selected next or not, is simply a feature vector that has not yet been selected as being one of the $N$ vectors that compose the SFV. In general, if this is the $i$-th feature vector to be selected, then $M - i + 1$ distinct groups of features are created:

$$f_{\text{group}}^j = \left[ f_{\text{selected}}^{1:j-1} f_{\text{candidate}}^j \right]^T, \quad j = 1, \ldots, M - i + 1.$$  

(18)

These groups contain the same set of feature vectors that were previously selected and one of the $M - i + 1$ candidate feature vectors. For example, to select the second feature vector, $M - 1$ different feature groups are created. All groups, which, in this case, are simply pairs of feature vectors, contain the first previously selected feature vector as well as one of the $M - 1$ candidate feature vectors.

Next, for each group of features in (18), the corresponding FLD hyper-plane that is used to discriminate between the facial expression classes $E_i$ and $E_j$ is produced:

$$w_{0,E_i,\text{group}} = S^{-1}_{w,0,E_i,\text{group}} \left( m_{E_i,\text{group}} - m_{E_j,\text{group}} \right),$$  

(19)

where $\text{group}_{j}$ indicates that this expression only uses the group of features that are currently under consideration, which include the $i - 1$ feature vectors that were previously selected and the $j$-th candidate feature vector that is being considered to be selected as the $i$-th feature vector. Subsequently, the value of the corresponding separability measure for this group of features is calculated by:

$$J_{E_i,\text{group}} = J(w_{0,E_i,\text{group}}) = \left( \frac{\mu_{0,E_i,\text{group}} - \mu_{0,E_j,\text{group}}}{\sigma_{0,E_i,\text{group}}^2 + \sigma_{0,E_j,\text{group}}^2} \right).$$  

(20)

The selected feature, out of all the candidate features, is set to be the one whose corresponding group produces the maximum value of this separability measure, i.e. $J_{E_i,\text{group}}^\text{max}$.

Each selected feature, which was extracted from images that correspond to classes $E_i$ and $E_j$, belongs to the group that produces a $J_{E_i,\text{group}}^\text{max}$ value, where $i = 1, \ldots, N$, when used by the expressions in (19) and (20). In order to select all $N$ feature vectors, this process is iterated $N$ times. After each such iteration, we operate on a
consistently reduced set of candidate feature vectors, since the feature vectors that have already been selected are no longer candidates for the remaining feature selection process. Once this process is completed, the $N$ selected feature vectors are concatenated to form the SFV of each class, as (17) indicates. The two SFVs that correspond to classes $E_x$ and $E_y$, are also related to a specific SDH, via (19). By using this feature selection process, the two-class LDA algorithm can potentially evade problems relating to non-linear class separability. This is because multiple combinations of groups of features are examined and the group that produces the largest class separation $J_{E_x,E_y,\text{group}}^{\text{max}}$ is selected. Since the separability value is based on Fisher’s criterion, it is expected that a combination of features that would form a non-linear separation between the classes would produce a small $J_{E_x,E_y,\text{group}}$ value, thus, this combination of features would be rejected. For the same reason, each SFV that is produced should not contain features that are, or are close to being, linearly dependent. It is noted that more accurate results can be achieved if exhaustive search, rather than forward selection, is utilized in order to consider all possible subsets of features. Forward selection is a sub-optimal process, however, we chose to utilize it due to the fact that it requires a significantly smaller computational cost than exhaustive search does. It is also worth noting that our feature selection method is different than a method described in [35], where forward selection is applied and Wilk’s $\Lambda$ is utilized as the class separability criterion. Wilk’s $\Lambda$ is inversely related to the eigenvalue, $\lambda$, which indicates the separation that can be produced in a subspace defined by an eigenvector, $w_0$. Our method measures the actual separation that is produced by Fisher’s linear discriminant, i.e. after the data is projected to the aforementioned subspace, thus, more accurate results are attained. In fact, the accuracy of the method in [35] can match the accuracy of our method only if each class has a Gaussian density with a common covariance, which is a rare occurrence in real-life applications, so that $w_0$ shall define the best transforming axes, and the feature space with the largest possible linear separability can be obtained [36]. Next, the novel RCS classification scheme that also utilizes the class separability measure of (13) is presented.

4. CLASSIFICATION VIA RELIABLE CLASSIFIER SELECTION

For the FEC problem, the facial expression of a test image $r$ is to be classified to one of the $C$ facial expression classes. During the training phase of the SFRCS algorithm, the original $C$-class classification problem is decomposed to $\frac{C(C-1)}{2}$ two-class classification problems, one for each pair of $E_{x,y}$ classes, where
\( x = 1, \ldots, C - 1 \) and \( y = x + 1, \ldots, C \), as the summation operators in (9) indicate. For each \( E_{x,y} \) pair of classes, the two SFVs are created and FLD is applied on them, as is shown in (14), thus producing a SDH denoted as \( w_{0,E_{x,y}} \), since it is independent of \( r \). This discriminant process is repeated for all pair-wise combinations of facial expression classes and, overall, \( \frac{C(C-1)}{2} \) SDHs are created. During the test phase of SFRCS, 2-D Gabor features are extracted from the test facial image \( r \). Then, in order to classify \( r \) to either \( E_x \) or \( E_y \), the corresponding SFV is formed – by choosing the same subset of features that was selected to train the corresponding classifier – and denoted as \( f^{\text{SFF}; E_{x,y}}_r \), as is defined in (17). For a two-class classifier to produce a decision on whether a test image \( r \) should be assigned to class \( E_x \) or \( E_y \), the test image and the two class means are projected onto \( w_{0,E_{x,y}} \) as such:

\[
\tilde{f}^{\text{SFF}; E_{x,y}}_r = w^{T}_{0,E_{x,y}} f^{\text{SFF}; E_{x,y}}_r, \tag{21}
\]

\[
\tilde{m}_{E_x} = w^{T}_{0,E_{x,y}} m_{E_x}, \tag{22}
\]

\[
\tilde{m}_{E_y} = w^{T}_{0,E_{x,y}} m_{E_y}, \tag{23}
\]

Then, the following classification decision is made, where \( \| \cdot \| \) represents the \( L_2 \) norm between the vectors:

\[
\text{if } \left\| f^{\text{SFF}; E_{x,y}}_r - \tilde{m}_{E_x} \right\| < \left\| f^{\text{SFF}; E_{x,y}}_r - \tilde{m}_{E_y} \right\| \text{ then } r \in E_x, \tag{24}
\]

\[
\text{else } r \in E_y.
\]

Now that the training and test phases of the two-class classification process have been presented, the RCS classification scheme, which is tailored to the SFRCS FEC algorithm, is developed to integrate the classification results generated by all two-class problems and produce the final classification decision. RCS is presented next.

4.1 Interim Classification Scheme (ICS)

Initially, the computationally efficient ICS is developed, which possesses certain useful properties, as is later explained. For our purposes, the ICS provides a good reference to appropriately integrate results produced by a set of two-class classifiers, in order to produce the final FEC decision. In fact, we later show that the ICS and the proposed RCS classification scheme share the same properties, enabling us to deduce useful conclusions via direct experimental comparisons. Essentially, the ICS can be converted to the RCS scheme by incorporating the reliable classifier selection process that is described in sub-section 4.2. The ICS topology is developed in accordance with the Acyclic Digraph (AD) principle, which defines directed graphs that contain no directed cycles [37, 38]. The ICS accommodates multiple classification routes and is illustrated in Fig. 3, where each
circle represents a two-class classification problem, or classifier, and the arrows indicate the direction that can be followed, i.e. the route that connects one classifier to the next. The final classification decision is indicated inside the square boxes. Fig. 3 illustrates that a classification path, which originates at the top-left of this topology and terminates at one of the $C$ square boxes, only uses $C-1$ routes and, equivalently, utilizes $C-1$ two-class classifiers sequentially in order to produce the final classification decision. For these $C-1$ classifiers, all $C$ facial expression classes are considered as possible outcomes. Therefore, before the final decision is made, it is always guaranteed that a classifier will consider the true expression class, i.e., the facial expression class that matches the expression of the test face, as one of the two possible classification outcomes, even if none of the previous classifiers on that path did so. Moreover, the ICS is optimized, in the sense that if a class is rejected at any point during the classification process, i.e. at any route, none of the remaining paths that can be followed considers the rejected class as a possible outcome. Next, we develop the improved RCS classification scheme, for which these same useful properties hold, where the classification decision is produced via a multi-step class rejection process. An example illustrates that, for each step, the classifier topology of Fig. 3 reduces in a way that the aforementioned useful properties are maintained.

4.2 Reliable Classifier Selection (RCS) Classification Scheme

The RCS classification scheme that is proposed as part of the SFRCS methodology consists of $C-1$ steps and makes use of the class separability measure $J_{E_{s},y}^{\text{max}}$ of (13). Specifically, RCS uses the resulting $J_{E_{s},y}^{\text{max}}$ values that were calculated during the training phase and are associated with the SDHs that were produced. This measure is used to identify, at each step, the two-class classification problem for which the separation between the two classes is the largest, pointing to the most reliable classifier out of all existing ones. Initially, there are $\frac{C(C-1)}{2} = 21$ classifiers. Then, the classification decision for this specific two-class problem is produced and the facial expression class that represents the worse match to the expression of the test face is identified. This is equivalent to saying that, based on the available training data, this class has the least probability of being the true facial expression class out of all the existing classes. This hypothesis renders all the two-class problems, for which this particular class is considered as a possible outcome, useless, thus, they are removed from the classification topology. This removal is illustrated later on by an example in Fig. 4.

The simultaneous removal of multiple two-class problems, at each classification step, results in producing a fast and computationally efficient classification solution, much-like ICS does. Moreover, a more accurate
classification decision can be produced, than the ones produced by typical schemes that solve all two-class problems, such as voting [33], or even ICS. This is because RCS discards all but $C-1$ two-class problems, the ones associated with the most reliable classifier during each of the $C-1$ classification steps. The (15 out of the total 21) two-class classification problems that are discarded is where a misclassification is most likely occur, since they are associated with smaller $J_{E_x,y}^{\text{max}}$ values. Moreover, all $C$ facial expression classes are considered as possible outcomes in the $C-1$ two-class classification problems that are retained. Thus, for RCS, much-like ICS, the true class is always a candidate when determining the best match to the expression class of the test face. More importantly, when the two-class classification problem that contains the true class is selected, it is the one that produces the largest separation between the true class and a false class, out of the existing/retained false classes. This leads to a higher probability for the true class to be selected over the false class, since a proper discriminant space, which is also related to the proper SFVs, is utilized to produce the classification decision.

Next, a step-by-step description of the RCS classification scheme shows how the FEC decision is produced. As aforementioned, initially, there exist 21 two-class classification problems for which we have information regarding their associated class separation values $J_{E_{x(l)},E_{y(l)}}^{\text{max}}$, where $l=1,...,21$ and $E_{x(l)}$ and $E_{y(l)}$ represent the competing facial expression classes for all 21 two-class problems. The RCS classification scheme attempts to solve only 6 of these two-class classification problems. Initially, the class separation values are sorted, from the largest to the smallest, and the sorting index vector $j_{\text{sorting\_index}}$ is generated as such:

$$j_{\text{sorting\_index}} = \arg \max_l (J_{E_{x(l)},E_{y(l)}}^{\text{max}}), \ l = 1,...,21,$$

where $x=[1,1,1,1,1,2,2,2,2,2,2,3,3,3,3,4,4,4,5,5,6]$ and $y=[2,3,4,5,6,7,3,4,5,6,7,4,5,6,7,5,6,7,6,7,7]$ indicate the 21 pair-wise class combinations. Then, RCS is realized by implementing Steps 1-6 that are presented next.

**Classification Step 1:** By making use of $j_{\text{sorting\_index}}$, the two-class classifier that is associated with the largest class separation value is identified. The two classes that are associated with this classification problem are $E_{x(j_{\text{sorting\_index}}(1))}$ and $E_{y(j_{\text{sorting\_index}}(1))}$. We apply (24) to solve this problem and identify the class that represents the worst match to the expression of the test face. Then, we discard this class, as well as all two-class problems that consider this class as a possible outcome. Each class is involved in 6 of the 21 two-class classification problems, as the $x$ and $y$ vectors, as well as Fig. 3, indicate. Thus, 15 classification problems are now retained. Then, the
associated class separation values of the 6 two-class classification problems that have been discarded are also
discarded from the $\mathbf{j}_{\text{sorting_index}}$ vector, thus producing $\mathbf{j}_{\text{sorting_index}'}$.

**Classification Step 2:** Next, the two-class classifier that is associated with the largest class separation value, out
of the 15 remaining ones, is found using $\mathbf{j}_{\text{sorting_index}}$ (the desired index is the first element of this vector). Once
again, (24) is applied and the class that produces the worse match is discarded, as well as the 5 two-class
classification problems that consider this class as a possible outcome, leaving only 10. As before, the 5 associated
entries in the $\mathbf{j}_{\text{sorting_index}}$ vector are also discarded and $\mathbf{j}_{\text{sorting_index}'}$ is produced.

**Classification Step 3:** The same process is repeated using $\mathbf{j}_{\text{sorting_index}'}$ and 4 additional two-class classification
problems are discarded, leaving only 6. As before, the $\mathbf{j}_{\text{sorting_index}'}$ vector is produced.

**Classification Step 4:** The same process is repeated using $\mathbf{j}_{\text{sorting_index}'}$ and 3 additional two-class classification
problems are discarded, leaving only 3. As before, the $\mathbf{j}_{\text{sorting_index}'}$ vector is produced.

**Classification Step 5:** This process is repeated one last time where, again, the largest class separation value is
found using $\mathbf{j}_{\text{sorting_index}'}$ and 2 additional two-class classification problems are discarded, leaving only one last
two-class classification problem.

**Classification Step 6:** The final classification decision is made by identifying the facial expression (in this final
two-class classification problem) that produces the best match to the expression of the test face.

The graphical example in Fig. 4 is used to illustrate how the ICS two-class classifier topology of Fig. 3 reduces
after each classification step of RCS to produce a computationally efficient solution. Let us assume that for
Classification Steps 1 through 5, the following classes, as well as their associated two-class problems, get
sequentially discarded: E2, E4, E6, E1, E7. Figs. 4-a through 4-e show the discarding process. Fig. 4-e also
illustrates that a selection between classes E3 and E5 produces the final decision in Classification Step 6.

5. **Experimental Results**

In this section, the performance of the proposed SFRCS method is evaluated and compared against contemporary
state-of-the-art FEC methods. The JAFFE [33] facial expression database, which contains images captured at
disjoint temporal instances, has been extensively used when evaluating the classification performance of spatial
facial expression algorithms. Hence, our method, as well as the spatial FEC methods of [14, 15, 16, 17, and 18]
that it is compared against, is evaluated on the JAFFE database. The JAFFE database contains 213 images of 7 standard [11] facial expressions (happiness, sadness, anger, fear, surprise, disgust, and neutral) posed by 10 Japanese female models. The 10 expressers posed 3 or 4 examples of each of the seven facial expressions. Additionally, the proposed FEC methodology is evaluated on the 2009 version of the MMI Facial Expression Database [39], from which 235 images were extracted, showing the 7 standard facial expressions posed by both male and female models in the frontal face position. On certain occasions, expressers posed just 1 example of an expression. It is noted that, when implementing a LDA process, neither the JAFFE nor the MMI databases avail a sufficient number of training examples, i.e. larger than the dimensionality of the samples. So, in our experiments, the solution in [40] was utilized, which combines local discriminant hyper-planes, whose dimensionality is set to the number of available training samples per class minus 1, to overcome the problem with $S_m$ being singular.

A simple preprocessing step is applied to the JAFFE and MMI images before performing FEC. Each face is manually cropped by taking as reference the hairline, the left and right cheek and the chin of each face. Next, the average ratio between the vertical and horizontal dimensions of all the cropped images was calculated to be 1.28 and used to resize/down-sample the cropped images to $50 \times 39$ pixels using bicubic interpolation. Lastly, histogram equalization is applied in order to limit differences in illumination between the images, thus completing the preprocessing step. Note that facial expression changes produce variations throughout relatively large areas of the face, e.g. for ‘surprise’ the eye-brows move up and for ‘happy’ the lips stretch out. Therefore, it is not critical to maintain high-resolution images, since it is expected that observing low-frequency features should be sufficient for FEC. It is noted that more sophisticated preprocessing methods can be used, such as producing fiducial grids, with nodes manually being placed on facial landmarks of the face [29, 22] to properly align the facial features between all faces. To experimentally evaluate the proposed SFRCS method, we set $M_s = 6$ and $M_o = 4$, which results to obtaining $M = 24$ 2-D Gabor features that correspond to 6 different orientations and 4 different scales. Furthermore, for the salient feature selection process, we set $N = 4$, so each SFV is composed by a selection of 4 Gabor features, out of the 24 total that are created. The selection of $N=4$ was made using a process where $N$ was varied from 1-to-24 (concurrently for all 21 expression pairs) and the overall (averaged over all 21 pairs) class separability measure was found to reach its maximum value for $N=4$. Fig. 5a shows an expresser posing the 7 basic facial expressions, whereas Figs. 5b and 5c show the magnitude of the 24 gabor features that were extracted from the two images in Fig. 5a that express ‘happiness’ and ‘surprise’. Each row corresponds to one of the four scales and each column to one of the six orientations of the Gabor functions.
In our experiments, when ‘happiness’ was to be distinguished from ‘surprise’, the following 4 features were selected, in this order, as the salient set of features – based on the depiction in Figs. 5b and 5c: (2nd row, 4th column), (3rd row, 3rd column), (1st row, 5th column), and (3rd row, 2nd column).

Now that all the parameters of SFRCS have been set, a choice needs to be made as to which testing protocols should be used to evaluate its classification performance. To do so, we implement experiments that correspond to two commonly used scenarios. In the first scenario, it is assumed that the FEC system is familiar with the subjects whose images are to be classified. That is, the set used to train the system also includes ‘previous’ facial expression examples from these subjects. Essentially, this translates to using the common ‘leave-one-sample-out’ (L-O-sample-O) evaluation strategy [14, 15, 16, 17, and 41]. During each run of the L-O-sample-O strategy, one specific image is selected as the test data, whereas the remaining images are used to train the classification system. This strategy makes maximal use of the available data for training. This process is repeated 213 times on the JAFFE and 235 on the MMI database, so that all the images in the database will represent the test set once. Then, the 213, or 235, classification results are averaged and the final FEC rate is produced. The FEC rate of the SFRCS algorithm when evaluated under the L-O-sample-O strategy is calculated to be 96.71% on the JAFFE and 93.61% on the MMI database. Table 1 shows the corresponding mean confusion matrix that analyzes the confusion between the 7 expressions when applying SFRCS on the JAFFE database. This confusion matrix illustrates that, overall, the expressions are detected with high accuracy and that the largest confusion occurs when classifying images that correspond to the ‘anger’ and ‘disgust’ expressions. Specifically, ‘disgust’ is confused with ‘fear’ 6.90% of the time, whereas ‘anger’ is confused with ‘disgust’ 6.67% of the time.

The second scenario that is employed in order to evaluate the classification performance of SFRCS, assumes that the FEC system is not familiar with the subjects whose images are to be classified. This translates to using the also common ‘leave-one-subject-out’ (L-O-subject-O) evaluation strategy [15, 16, 18, and 41] which is more indicative of the ability of the system to generalize its performance and recognize a new person’s expressions. During each run of the L-O-subject-O strategy, the training set does not contain any examples (images) that correspond to the identity of the test subject. Therefore, for the JAFFE database, the test set is composed by images from only one subject, out of the 10 total, whereas the remaining images compose the training set. It is noted that the leave-one-subject-out evaluation process could not be applied to the MMI database since quite a few of the expressers posed certain expressions only once. The FEC rate of the SFRCS algorithm when evaluated on the JAFFE database under the L-O-subject-O strategy is calculated to be 85.92%. Table 2 shows the
corresponding mean confusion matrix that analyzes the confusion between the 7 expressions when applying SFRCS. This confusion matrix shows that, overall, expressions are detected with less accuracy under the L-O-subject-O than under the L-O-sample-O strategy. This is an expected observation since, now, the classification system is not trained with examples of expressions from the test person. Once again, we observe that the ‘disgust’ and, most notably, the ‘anger’ expression present the largest difficulties to the classification system. Specifically, ‘anger’ is misclassified as ‘sadness’ 26.67% of the time, and ‘disgust’ as ‘anger’ 17.24% of the time. Tables 1 and 2 show that significant drops in classification performance are observed when moving from the leave-one-sample-out to the leave-one-subject-out evaluation strategy. Specifically, the rate for ‘anger’ drops by 46.66%, for ‘disgust’ by 24.13%, and for ‘fear’ by 12.50%. This is a strong indication that the three expressions, in this order, are expressed differently from one subject to the next. For example, one person may express disgust a lot differently than a second person would. Therefore, ‘disgust’ is expressed less consistently over different subjects than, e.g., ‘happiness’ is. Conversely, people seem to have – to some degree – more personalized, or less consistent, ways to express anger, disgust, or fear, than to express happiness or sadness.

Next, we experimentally investigate the benefits of applying the proposed RCS classification scheme that is presented in sub-section 4.2. To do so, we develop a variant of SFRCS, where the RCS classification scheme is replaced by the ICS of sub-section 4.1. Onwards, we refer to this variant as Salient Feature Selection with ICS (SFS-ICS). As discussed in section 4, the ICS and RCS classification schemes share the same properties, rendering a comparison between the two particularly useful in isolating the benefits of selecting the most reliable classifiers. Tables 3 and 4 present the SFRCS and SFS-ICS FEC rates. Table 3 indicates that the difference between the performance of the classification schemes used by SFRCS and SFS-ICS is more significant for the L-O-subject-O, rather than for the L-O-sample-O, experiments. It is anticipated that this is because most of the classifiers are well-trained for the L-O-sample-O experiments due to the maximal use of the training data. Hence, both classification schemes produce a FEC rate that exceeds 96%. Nevertheless, this is not the case for the L-O-subject-O experiments, since none of the images of the test face are included in the training set, thus, it is more crucial to identify the most reliable classifiers when producing the final classification decision. As a result, the RCS classification scheme of SFRCS presents a significantly better classification performance than SFS-ICS.

The performance of SFRCS is compared against both baseline and state-of-the-art contemporary methods that were also evaluated on the JAFFE database under the L-O-sample-O and/or L-O-subject-O evaluation strategies. The baseline algorithms that we implemented provide good classification solutions for overcoming the “small
sample size” (SSS) problem, where the facial image sample dimensionality is larger than the number of available training samples per class [42, 43]. As a result, the lack of sufficient training samples causes improper estimation of a linear separation hyper-plane between the classes. This is clearly the case for FEC on most facial expression databases, including JAFFE and MMI. Moreover, the two-class discriminant analysis that SFRCS uses can exacerbate the SSS problem, since each classifier uses examples that correspond to only two facial expressions. As a result, we code the Principal Component Analysis (PCA) followed by LDA (PCA+LDA) [44], the Regularized LDA (RLDA) [45], the Subclass Discriminant Analysis (SDA) [46], and the Weighted Piecewise LDA (WPLDA) [47] discriminant methods that were shown to handle the SSS problem effectively. The PCA+LDA method represents the traditional solution to the SSS problem. It applies LDA in a lower-dimensional PCA subspace, so as to discard the null space (i.e., the subspace defined by the eigenvectors that correspond to zero eigenvalues) of the within-class scatter matrix of the training data set. The RLDA method employs a regularized Fisher’s separability criterion. The purpose of regularization is to reduce the high variance related to the eigenvalue estimates of the within-class scatter matrix, at the expense of potentially increased bias. The SDA method applies sub-class discriminant analysis by approximating the underlying distribution of each class as a mixture of Gaussians. Rather than working with complex nonlinear methods that require a large number of training samples to work properly, the classification problem is now solved by dividing each class into a set of subclasses. The WPLDA method overcomes the SSS problem by producing lower-dimensionality piecewise discriminant hyper-planes that are then weighted properly in order to produce the overall classification decision. For each of the methods in [44, 45, 46, and 47], we produce the set of \( \binom{C-1}{2} = 21 \) two-class discriminant features. Subsequently, FEC results are obtained by applying the RCS classification scheme of sub-section 4.2, which SFRCS also uses. Thus, comparable FEC results are produced that indicate how effective the SFRCS feature extraction and salient feature selection process is. Tables 3 and 4 show the corresponding classification rates. The FEC performance of SFRCS is significantly better than that of [44, 45, 46, or 47], thus, it is concluded that better quality features are obtained by SFRCS.

In addition, the feature selection and classifier training process of SFRCS is compared against the AdaBoost algorithm. For the comparison to make sense, the AdaBoost methodology is applied under the pair-wise classification framework using the adapted version of [48]. For each of the 21 pairs of facial expressions, AdaBoost is run for \( N \) rounds and \( N \) hypotheses are constructed, where each one uses a single feature. So, \( N=4 \) features are selected along with \( N \) weak classifiers. The final hypothesis is a linear combination of the \( N \)
hypotheses, where the weights are inversely proportional to the training errors. Tables 3 and 4 show the classification results by selecting the $N$ features, for all 21 classifiers, using AdaBoost, and utilizing ICS to produce the final decision. The process is referred to as AdaBoost-ICS and shows good performance, though not quite as good as the performance of SFS-ICS, where the class separability measure of (13) was utilized to select the $N$ features, or SFRCS, which, in addition, benefits from the $C-1$ classifier selection process.

The second part of the experimental process is concerned with observing how the overall SFRCS FEC methodology competes against state-of-the-art FEC methods. Specifically, the [14, 15, 16, 17, and 18] methods that were summarized in section 1 are considered. All these algorithms attempt to solve the FEC problem by applying the L-O-sample-O and/or the L-O-subject-O evaluation strategies on the JAFFE database. The algorithms presented in [14] and their (24 total) variants are evaluated using the L-O-sample-O strategy. The classification rates that are achieved when classifying the 7 facial expressions range from 63.86% to 90.34%. The method that is proposed in [15] uses both the L-O-sample-O and L-O-subject-O strategies to evaluate its performance. Several variants of the proposed algorithm are considered, with the maximum L-O-sample-O performance being 85.79% and the maximum L-O-subject-O performance being 74.34%. Moreover, if the semantic information that the proposed algorithm uses is replaced by class label information, the L-O-sample-O performance increases to an impressive 98.36%, whereas the L-O-subject-O performance increases to 77.05%. The method in [16] also uses both the L-O-sample-O and L-O-subject-O strategies to evaluate its performance. Its L-O-sample-O rate is roughly 92.9% and its L-O-subject-O rate 86.75%. The L-O-sample-O strategy is used to evaluate the performance of [17]. Various classification rates are reported, corresponding to varying the dimensionality of the input features, i.e. the number of principal components, and the number of output features that are retained and fed to the nearest neighbor classifier. The maximum FEC rate that is achieved is 94.97%. The FEC performance of [18] is evaluated using the L-O-subject-O strategy. Results are reported for optimally reduced dimensions where a classification rate of 83.18% is achieved. The maximum FEC results that are obtained by the aforementioned methods are reported in Table 3. This table again shows that SFRCS competes well with the state-of-the-art solutions, with only [15] surpassing its performance under the L-O-sample-O evaluation strategy, but not for L-O-subject-O, and only [16] surpassing it under the L-O-subject-O strategy, but not for L-O-sample-O. Therefore, the SFRCS algorithm is proven to be a good learner by example that also possesses good generalization abilities. In fact, when both of these classification attributes are sought, SFRCS is the algorithm of choice, out of all competing FEC algorithms that are referenced in Table 3. Furthermore, SFRCS
is compared against multi-class LDA followed by a nearest neighbor classifier, which we refer to as C-classLDA-NN. C-classLDA-NN does not show as strong a performance as SFRCS does. In fact, its performance reduces dramatically under the leave-one-subject-out strategy, as is illustrated in Table 3. The results in Tables 3 and 4 justify our decision to utilize two-class LDA in order to solve the FEC problem, based on the analysis presented in section 2.

Table 4 shows FEC results when the MMI database was used to evaluate performance, with SFRCS showing the best performance. In general, lower FEC rates were achieved on the MMI than on the JAFFE database. This is probably due to the fact that, sometimes, the training set did not include examples of the true expression that were matching the identity of the test face. Moreover, it is likely that additional complexity is introduced when both genders are represented in the dataset. Next, we selected an equal amount of examples showing male-only and female-only expressers and run independent experiments in order to examine whether gender plays a role in FEC tasks. The results, shown in Table 4, indicate that gender may affect performance, since higher rates are achieved for male expressers. We can only speculate as to why this may be so. Perhaps male expressers may be more consistent in the way they express certain emotions, or perhaps the perceived quality of a posed expression is affected by gender. For example, in [49], empirical studies showed that when human subjects rated a series of facial expressions regarding the emotion expressed, male expressers were perceived to produce higher degrees of happiness, whereas female expressers were perceived to produce higher degree of anger.

6. Conclusion

In this paper, a novel FEC methodology is presented and evaluated. The SFRCS algorithm produces high-quality features and implements a classification scheme, where results from the most reliable classifiers are integrated in order to produce the classification decision. Moreover, it was shown why a FEC approach that solves a set of two-class problems is expected to produce better results than the ones produced by the multi-class or one-against-all classification approaches. The SFRCS methodology was tested on the JAFFE and MMI databases under the common L-O-sample-O and L-O-subject-O evaluation strategies. Results indicate that SFRCS provides a good solution to the FEC problem by producing classification rates of 96.71% and 85.92% on the JAFFE and 93.61% on the MMI database, and that it compares well with state-of-the-art methods. It is anticipated that the performance of other FEC methods can be enhanced by utilizing processes that stem from this framework in order to produce high-quality features and/or implement fast and accurate classification schemes.
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Fig. 1: (a) Discriminant hyper-plane ($\mathbf{w}_{A,B,C}$) produced by a multi-class LDA process attempting to discriminate between the three two-dimensional classes A, B, and C. (b) Discriminant hyper-planes ($\mathbf{w}_{A,B}$, $\mathbf{w}_{A,C}$, $\mathbf{w}_{B,C}$) produced by the three two-class LDA processes attempting to discriminate between the two-dimensional classes A-B, A-C, and B-C, respectively. (c) Discriminant hyper-planes ($\mathbf{w}_{A,BC}$, $\mathbf{w}_{B,AC}$, $\mathbf{w}_{C,AC}$) produced by the three one-against-all LDA processes attempting to discriminate between the two-dimensional classes A-BC, B-AC, and C-AC, respectively. The means of the class pairs BC, AC, and AC are illustrated as dotted circles.
Fig. 2: Classification solutions, under different approaches, that need to be produced in order to discriminate between the two-dimensional classes A, B, C, D, E, and F. The dotted lines show the projection coordinates that are required by each approach. (a) Classification via a multi-class classifier where a separation between all classes is produced. (b) Classification via a set of two-class classifiers. One linear projection is required in order to produce a separation between any two classes. (c) Classification via one-against-all classifiers that need to produce a separation between one class, in this case class C, and the remaining classes.

Fig. 3: The ICS organization implemented using two-class classifiers. This topology is optimized in the sense that if a class is rejected at any point during the classification process, none of the remaining paths that can be followed considers that rejected class as a possible outcome.
Fig. 4: Example of the RCS classification scheme illustrating how the ICS classifier topology dynamically reduces after each step, by utilizing the class separability measure: (a) Classification Step 1, where E2 gets discarded, (b) Classification Step 2, where E4 gets discarded, (c) Classification Step 3, where E6 gets discarded, (d) Classification Step 4, where E1 gets discarded, (e) Classification Step 5, where E7 gets discarded, and Classification Step 6, where the final decision is made between classes E3 and E5.
Fig. 5: (a) Portrayal of happiness, sadness, anger, fear, surprise, disgust, and neutral expression. (b) Magnitude of the 24 (4 x 6) Gabor features that were extracted from the face image in (a) that expresses ‘happiness’. (c) Magnitude of the 24 (4 x 6) Gabor features that were extracted from the face image in (a) that expresses ‘surprise’.

Table 1: Mean confusion matrix for FEC using SFRCS under the leave-one-sample-out evaluation strategy.

<table>
<thead>
<tr>
<th>Expression</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Anger</th>
<th>Fear</th>
<th>Surprise</th>
<th>Disgust</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>96.97%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>3.03%</td>
</tr>
<tr>
<td>Sadness</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Anger</td>
<td>0%</td>
<td>0%</td>
<td>93.33%</td>
<td>0%</td>
<td>0%</td>
<td>6.67%</td>
<td>0%</td>
</tr>
<tr>
<td>Fear</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>96.88%</td>
<td>3.13%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Surprise</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>96.55%</td>
<td>0%</td>
<td>3.45%</td>
</tr>
<tr>
<td>Disgust</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>6.90%</td>
<td>0%</td>
<td>93.10%</td>
<td>0%</td>
</tr>
<tr>
<td>Neutral</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>
Table 2: Mean confusion matrix for FEC using SFRCS under the leave-one-subject-out evaluation strategy.

<table>
<thead>
<tr>
<th>Expression</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Anger</th>
<th>Fear</th>
<th>Surprise</th>
<th>Disgust</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Sadness</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Anger</td>
<td>0%</td>
<td>26.67%</td>
<td>46.67%</td>
<td>3.33%</td>
<td>0%</td>
<td>13.33%</td>
<td>10%</td>
</tr>
<tr>
<td>Fear</td>
<td>0%</td>
<td>15.63%</td>
<td>0%</td>
<td>84.38%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Surprise</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Disgust</td>
<td>0%</td>
<td>6.90%</td>
<td>17.24%</td>
<td>6.90%</td>
<td>0%</td>
<td>68.97%</td>
<td>0%</td>
</tr>
<tr>
<td>Neutral</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3: Classification performance of various FEC methods on the JAFFE database.

<table>
<thead>
<tr>
<th>Method</th>
<th>Leave-one-sample-out</th>
<th>Leave-one-subject-out</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FEC rate</td>
<td>FEC rate</td>
</tr>
<tr>
<td>PCA+LDA [44]</td>
<td>64.32%</td>
<td>46.48%</td>
</tr>
<tr>
<td>RLDA [45]</td>
<td>77.96%</td>
<td>54.31%</td>
</tr>
<tr>
<td>SDA [46]</td>
<td>72.25%</td>
<td>49.47%</td>
</tr>
<tr>
<td>WPLDA [47]</td>
<td>85.92%</td>
<td>58.53%</td>
</tr>
<tr>
<td>GWs+SVMs [14]</td>
<td>90.34%</td>
<td>-</td>
</tr>
<tr>
<td>Class-label KCCA [15]</td>
<td><strong>98.36%</strong></td>
<td>77.05%</td>
</tr>
<tr>
<td>SLLE [16]</td>
<td>92.90%</td>
<td><strong>86.75%</strong></td>
</tr>
<tr>
<td>ICA-FX [17]</td>
<td>94.97%</td>
<td>-</td>
</tr>
<tr>
<td>LPMIP [18]</td>
<td>-</td>
<td>83.18%</td>
</tr>
<tr>
<td>AdaBoost-ICS</td>
<td>94.84%</td>
<td>81.41%</td>
</tr>
<tr>
<td>C-classLDA-NN</td>
<td>89.67%</td>
<td>74.73%</td>
</tr>
<tr>
<td>SFS-ICS</td>
<td>96.02%</td>
<td>82.28%</td>
</tr>
<tr>
<td>SFRCS</td>
<td>96.71%</td>
<td>85.92%</td>
</tr>
</tbody>
</table>
Table 4: Classification performance of various FEC methods on the MMI database using the leave-one-sample-out evaluation strategy.

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Set FEC rate</th>
<th>Male Subset FEC rate</th>
<th>Female Subset FEC rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA+LDA [44]</td>
<td>60.43%</td>
<td>62.79%</td>
<td>56.98%</td>
</tr>
<tr>
<td>RLDA [45]</td>
<td>69.36%</td>
<td>74.42%</td>
<td>70.93%</td>
</tr>
<tr>
<td>SDA [46]</td>
<td>63.83%</td>
<td>68.60%</td>
<td>63.95%</td>
</tr>
<tr>
<td>WPLDA [47]</td>
<td>81.70%</td>
<td>82.56%</td>
<td>79.07%</td>
</tr>
<tr>
<td>AdaBoost-ICS</td>
<td>90.21%</td>
<td>90.70%</td>
<td>89.53%</td>
</tr>
<tr>
<td>C-classLDA-NN</td>
<td>84.68%</td>
<td>88.37%</td>
<td>87.21%</td>
</tr>
<tr>
<td>SFS-ICS</td>
<td>91.48%</td>
<td>91.86%</td>
<td>90.70%</td>
</tr>
<tr>
<td>SFRCS</td>
<td><strong>93.61%</strong></td>
<td><strong>94.19%</strong></td>
<td><strong>93.02%</strong></td>
</tr>
</tbody>
</table>