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Abstract

A novel approach to suppression of ultrasonic speckle based on a combination of segmentation and optimum L-filtering is presented. With the aid of a suitable modification of the Learning Vector Quantizer (LVQ) neural network, the image is segmented in regions of (approximately) homogeneous statistics. For each of the regions a minimum mean-squared-error (MMSE) L-filter is designed, by using the histogram of grey levels as an estimate of the parent distribution of the noisy observations and a suitable estimate of the (assumed constant) original signal in the corresponding region. Thus, a bank of L-filters results, with each of them corresponding to and operating on a different image region. Simulation results from both simulated and real B-mode ultrasonic images are presented, which verify the (qualitative and quantitative) superiority of our technique over a number of commonly used speckle filters.

1 Introduction

Ultrasonic imaging has become an important modality in the field of medical imaging systems [18, 6] mainly because of the nonionizing nature of the ultrasonic radiation, which minimizes the risk to both patient and examiner and the unique properties of acoustical imagery which render it complementary to other diagnostic tools. Studying ultrasonic images can help not only in estimating the boundaries of organs or lesions but also in the so-called tissue characterization, that is, understanding tissue details by the appearance of the corresponding image texture [33]. However, ultrasonic (US) images suffer from a special kind of noise, called “speckle”, which has its source in the scattering of the ultrasonic pulse from microscopic tissue inhomogeneities. Speckle generation is modeled as a random walk in the complex plane and in the case of a large number of scatterers within the resolution cell (fully-developed speckle) the real and imaginary parts of the resulting complex field are Gaussian random variables. Thus, the envelope detected signal (amplitude) is Rayleigh distributed and the corresponding intensity (amplitude squared) obeys negative exponential statistics [2, 5]. The fact that speckle follows a Rayleigh distribution implies that the signal-to-noise ratio, which we define as the ratio of the mean to the standard deviation of the envelope, equals 1.91, a low value which reflects the importance of this noise source [18]. A multiplicative model for the noise is implied by the fact that the standard deviation is directly proportional to the mean and
it has been verified experimentally [13].

The poor quality of the US images, due to speckle artifacts, degrades their clinical information content, preventing accurate diagnosis. Experimental results reported in [24] indicated that, although the resolution of the imaging system is the limiting factor for the detection of high-contrast lesions, it is the speckle noise that limits the detection of low-contrast lesions.

Several algorithms have been proposed aiming at reducing speckle noise in images (e.g., [3, 13, 16, 19, 15, 34]). Since the ultimate goal of any speckle suppression scheme should be the reduction of speckle contrast to enhance the diagnostic value of the image, edge and detail preservation are crucial in a speckle filter along with noise reduction. Thus, spatially-varying filters are required that are also able to deal with the nonlinear model governing the degradation process [22].

An important class of adaptive speckle filters is what we call here “segmentation-based filters”, that is, filtering processes combining segmentation and (nonadaptive) filters. The underlying idea is that, with the aid of a suitable segmentation algorithm, a statistically nonstationary image can be divided into approximately stationary regions which can, in turn, be processed by filters designed on the basis of the corresponding statistics. Thus, we have a set of filters with each of them corresponding to and operating on a different region of the image, with the various regions being dictated by the segmentation result. The idea of transforming an image into a set of statistically stationary subimages and feeding these to (nonadaptive) filtering processes is not new. It has been applied in the past to image restoration and compression [23, 27]. In this paper, we present such an approach to speckle suppression (recently introduced [8]) employing a modification of the Learning Vector Quantizer neural network at the segmentation stage and nonadaptive minimum mean-squared error (MMSE) L-filters at the filtering stage, designed with the ordering statistical information acquired from the segmentation stage. The proposed filters are tested on a B-mode image of a tissue simulating phantom as well as a real liver image and the results compare favorably to those produced by a single L-filter designed with the sample statistics of the image considering this as statistically homogeneous. Results of comparison with a number of commonly used
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Nevertheless, it must be mentioned that speckle noise is only approximately multiplicative in regions of the object containing fine details that cannot be resolved by the imaging system [30] and the experimental verification in [13] was based only on flat areas of the image. In spite of this, speckle noise is usually modeled as multiplicative in practice.
speckle filters are also given, which rank our method among the first positions. The noise-smoothing performances of the various filters are compared on the basis of the resulting receiver operating characteristics (ROC's) and an SNR quantity measuring the dispersion of the image pixels in the lesion and background regions from the corresponding true means. The contrast enhancement effect of the filters is quantitatively assessed through a lesion contrast measure. We also present the results of subtracting the SNR image of the original scan from the filtered ones, an operation that improves the lesion detectability. Finally, an example is given to demonstrate the effect of speckle suppression on the edge detection task.

The paper is organized as follows. Our method is presented in detail in Section 2. Experimental results from the application of the proposed filters to a simulated and a real B-scan are included in Section 3, along with a comparison with a number of other well known filtering strategies. Some implementation issues are discussed in Section 4, which concludes the paper.

2 Segmentation-Based L-Filtering

In this section we present an adaptive nonlinear approach to speckle suppression in US B-mode images. The adaptivity of our method comes from the fact that the image is first segmented into regions of different tissue and lesion characteristics and each of the resulting regions is processed by a different filter. L-filters are employed to deal with the nonlinear nature of the noise. A number of approaches to the segmentation of speckle images have been reported (e.g., [14]). A recently introduced segmentation technique, that we have adopted in this work, employs a modification of a well known self-organizing neural network, the Learning Vector Quantizer (LVQ), based on the \( L_2 \) mean which has been shown to be more suitable for US images [11]. A block diagram illustrating the idea of the proposed method is shown in Fig. 1.

In the sequel, a brief presentation of IVQ is given followed by the description of its modification, \( L_2 \) IVQ, along with a discussion of the need for this modified form. The derivation of the MMSE L-filter for the case of a known constant signal corrupted by noise is included both in the unconstrained and constrained (unbiased) cases. In most cases it is unrealistic to assume that the signal is constant. However, since the filters are matched to specific regions of the image, this simplifying assumption is a good approximation of the reality for practical purposes.
2.1 The Learning Vector Quantizer and its $L_2$ Mean Based Modification

Learning Vector Quantizer (LVQ) [9] is a self-organizing neural network (NN) that belongs to the so-called competitive NN's. It implements a nearest-neighbor classifier using an error correction encoding procedure that could be characterized as a stochastic approximation version of $K$-means clustering. In this subsection, we briefly present the LVQ algorithm and its modification based on the $L_2$ mean ($L_2$ LVQ) along with a discussion of the reasons that make $L_2$ LVQ suitable for our application.

Let us first present the basic idea. As in the Vector Quantization (VQ) problem, we have a finite set of variable reference vectors (or “codevectors” in the VQ terminology) \( \{w_i(t); w_i \in \mathcal{R}^N, i = 1, 2, \ldots, p\} \) and a set of training vectors \( x(t) \in \mathcal{R}^N \) where \( t \) denotes time and we wish to classify the training vectors into \( p \) classes represented by the vectors \( w_i \). These representative vectors are obtained by following an iterative procedure where at each iteration step \( t \) the current feature vector \( x(t) \) is compared to all the \( w_i(t) \) and the best-matching \( w_i(t) \) is updated to better comply with \( x(t) \). In this way, in the long run, the different reference vectors tend to become specifically tuned to different domains of the input \( x \). The learning stage of the algorithm is described in the following 4-step procedure:

1. Initialize randomly the reference vectors \( w_i(0), i = 1, 2, \ldots, p \).

2. At time step \( t \), find the “winner” class \( c \) such that:

\[
||x(t) - w_c(t)|| = \min_i \{||x(t) - w_i(t)||\}.
\]

3. Update the winner:

\[
w_c(t+1) = w_c(t) + \alpha(t)(x(t) - w_c(t)).
\]

4. Repeat steps 2 and 3 until convergence.

The gain factor \( \alpha(t) \) is a scalar parameter \( 0 < \alpha < 1 \) which should be a decreasing function of time in order to guarantee the convergence to a unique limit. In the recall procedure, the class with which the input vector \( x(t) \) is most closely associated is determined as in (1) where now \( w_i \) is the \( i \)-th reference vector after the convergence of the learning procedure.

\footnote{To be precise, we should note that the algorithm described above is the “single-winner” version of LVQ. In its general “multiple-winner” form, step 3 above involves updating not only the winner vector but its neighbors as well with the neighborhood defined either in a topological [9] or in a vectorial distance [7] sense. This general form of LVQ has been applied with success to the segmentation of MR images [26].}
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It is easy to see that eq. (2) above is in fact a recursive way of computing the average of the training vectors classified to the class $c$ (this is easily verified by choosing $a(t) = 1/(t+1)$). Thus, after the end of the learning phase, the reference vectors will correspond to the centroids of the associated classes. It has been shown both analytically and by simulations and experimental B-scans, that, in the case of the so-called “fully-developed speckle”, i.e., when the density of the scatterers within the insonified medium is large enough, the second and higher order speckle statistics are independent of the tissue characteristics [20]. In other words, the mean echo amplitude level sufficiently characterizes the statistical content of the US image, as far as the detection of lesion against the background is concerned. These remarks explain well enough why IVQ, despite its simplicity, is sufficient for a US image segmentation task.

However, it should be noted that the arithmetic mean approximated by the basic IVQ, described so far, is not the best possible estimator of the mean level in a US image. It has been proved [12] that the maximum likelihood estimator of the original noiseless image is the $L_2$ mean [22] (scaled by $\sqrt{2/\pi}$) of the noisy observations $x_i$, $i = 1, \ldots, M$, i.e.,

$$\frac{\sqrt{\pi}}{2} \sqrt{\frac{1}{M} \sum_{i=1}^{M} x_i^2}. \quad (3)$$

This result leads us to consider a modification of the standard IVQ algorithm, in which the reference vectors correspond to the $L_2$ mean instead of the arithmetic mean. The learning and recall parts of the modified algorithm, which we call $L_2$ IVQ, are exactly analogous to those of the standard IVQ except that the elements of the reference and input vectors are replaced by their squares. This simple modification allows for the computation of the $L_2$ means providing us at the same time with an algorithm that is proven to be convergent in the mean and in the mean square sense [11].

2.2 MMSE L-Filter Design for a Known Constant Signal Embedded in Noise

The L-filter [1], defined as a linear combination of the input order statistics, has some distinct advantages, making it a right choice for tasks such as the one treated here: it can cope with nonlinear models, it has a relatively simple MMSE design, and furthermore it performs at least as well as, for example, the mean and the median filters, as it includes these filters as special cases [1].
In the sequel, $s$ denotes the constant and known signal, which is corrupted by white\(^3\) noise, independent of $s$, yielding the noisy observation $x$. The output of the L-filter of length $M$ is given by:

$$y = a^T x$$ (4)

where $a = (a_1, a_2, \ldots, a_M)^T$ is the L-filter coefficient vector and $x = (x_{(1)}, x_{(2)}, \ldots, x_{(M)})^T$ is the vector of the observations arranged in ascending order of magnitude (i.e., order statistics). We will design the optimum in the mean-squared error (MSE) sense L-filter, that is, determine the vector $a$ minimizing $E\{(s - y)^2\}$. By using (4) we obtain:

$$E\{(s - y)^2\} = E\{s^2 + a^T xx^T a - 2sa^T x\}$$ (5)

or

$$E\{(s - y)^2\} = s^2 + a^T Ra - 2sa^T \mu$$ (6)

where $R = E\{xx^T\}$ is the autocorrelation matrix of the vector of the ordered observations and $\mu = E\{x\} = (E\{x_{(1)}\}, E\{x_{(2)}\}, \ldots, E\{x_{(M)}\})^T$ is the vector of the expected values of these observations. Setting the derivative of (6) with respect to $a$ equal to zero yields the following expression for the optimum coefficient vector:

$$a = sR^{-1} \mu$$ (7)

It remains to compute the ordering statistics $\mu$ and $R$. Expressions for the evaluation of these quantities are given in [1] and involve the calculation of the marginal and bivariate probability density functions (pdf’s) of the ordered input given its parent distribution:

$$E\{x_{(i)}x_{(j)}\} = \int \int xy f_{x_{(i)}x_{(j)}}(x, y) dxdy \quad (i < j)$$ (8)

$$E\{x_{(i)}\} = \int x f_{x_{(i)}}(x) dx$$ (9)

where

$$f_{x_{(i)}}(x) = K_i F_{x_{(i)}}^{-1}(x)[1 - F_x(x)]^{M-i}f_x(x)$$ (10)

$$f_{x_{(i)}x_{(j)}}(x, y) = K_{i,j} F_{x_{(i)}}^{-1}(x)[F_x(y) - F_x(x)]^{j-i-1}$$

$$\times [1 - F_x(y)]^{M-j}f_x(x)f_x(y)$$ (11)

\(^3\)In fact, speckle noise is locally correlated. Smith et al. [25] argue that, for the observations to be independent, they must belong to different speckle correlation cells. Since our purpose is to apply filters scanning the image in raster fashion, such a recommendation cannot be used directly, thus the whiteness assumption is made to approximate the real situation.
and

\[ K_i = \frac{M!}{(i - 1)!(M - i)!} \]

\[ K_{i,j} = \frac{M!}{(i - 1)!(j - i - 1)!(M - j)!} \]

Notice that when we are dealing with digital images, the above random variables are of discrete type. Thus, the integrals in eqs. (8), (9) are in fact discrete sums.

The minimization of the MSE subject to the constraint that \( \mathbf{a} \) provides an unbiased estimate of \( s \), i.e.,

\[ s = E\{y\} = \mathbf{a}^T \mu, \]

is performed as in the case of additive noise [1] yielding the expression

\[ \mathbf{a} = \frac{s \mathbf{R}^{-1} \mu}{\mu^T \mathbf{R}^{-1} \mu} \]

for the coefficient vector of the unbiased L-filter.

### 3 Experimental Results

We have first applied our algorithm to a simulated US B-mode image, shown in Fig. 2a. It is the B-scan of a tissue mimicking phantom of size 4 cm \( \times \) 4 cm, with a circular (disk) lesion in the middle of diameter 2 cm [32]. The density of scatterers is 5000 cm \( ^{-3} \) and the echo amplitude in the lesion area is 5 dB higher than that in the background. The image has dimensions 241 \( \times \) 241. Its resolution is of 6 bits/pixel. However, for better visualization, the images presented here were expanded to the range 0 to 255 before being displayed. Because of the high scatterer density, the image of Fig. 2a is an example of fully developed speckle. The histograms of the lesion and background regions are plotted in Fig. 2b. They are seen to be quite similar to Rayleigh probability density functions.

Fig. 3 shows the result of the segmentation of the original image. Two image regions having different \( L_2 \) means have been determined. The dark pixels correspond to the background, while the bright ones to the lesion area. For the classification of the image pixels into two groups, we have employed the \( L_2 \) IVQ algorithm with parameters \( p = 2 \) and \( N = 49 \), trained on a large set of pattern vectors that have been produced by a raster scanning of the image with a 7 \( \times \) 7 window.
The histograms of the two regions of the original image classified as dark and bright in Fig. 3 are shown in Fig. 2b. They have been used as estimates of the parent background and lesion pdf's, i.e., of the pdf of the random variable \( x \) in the background and in the lesion areas, respectively, for the design of the associated L-filters following the procedure described in Section 2.2. Filters of order \( 3 \times 3 \) were designed by calculating the ordered statistics from eqs. (10)–(13) and feeding the results to eqs. (8), (9) to estimate the quantities \( R \) and \( \mu \) needed in the computation of the filter coefficients (7). The integrals in (8) and (9) were replaced by sums over the range 0 to 63 since the image’s grey levels lie in this interval.

A pair of L-filters have been designed by substituting \( s \) in (7) with the \( L_2 \) means of the two regions resulted by the segmentation procedure described above. The result of the \( L_2 \) mean based filter pair is shown in Fig. 4b. For comparison purposes, Fig. 4a shows the result of a single \( 3 \times 3 \) L-filter designed in the same way, but by viewing the original image as stationary. It is seen in Fig. 4b that the speckle contrast, particularly in the background area, has been reduced, yielding a better discrimination of the lesion against the background. The corresponding filters’ coefficients are given in Fig. 5. Observe that, although the background filter resembles the Rayleigh-optimum L-filters computed in [12], the optimum L-filter for the lesion area is very close to the median filter. This result is not unexpected in view of the Laplacian form of the histogram of the bright region shown in Fig. 2b.

**Some classical filtering operators**

The arithmetic mean and the median filters have also been used in our comparisons along with a number of well-known speckle filters:

1. **Homomorphic filter:** By taking the logarithm of \( x = sn \), we obtain
   \[
   \ln x = \ln s + \ln n
   \]
   thus transforming the problem to one of additive noise filtering. By averaging the logarithmized image the additive noise is suppressed and by exponentiating the result an estimate of \( s \) is obtained [21].

2. **Frost filter:** Following [10], Frost et al. [4, 3] derived a MMSE Wiener filter, on the basis of a first-order autoregressive model for the image signal, of the form
   \[
   h(m, n) = K_1 a e^{-a ||(m, n) - (m_0, n_0)||}
   \]
where \((m_0, n_0)\) are the coordinates of the central pixel in the filter window, and

\[
\alpha^2 = K_2 \left( \frac{\sigma_x^2}{\bar{x}^2} \right) + K_3
\]  

(18)

with \(K_i, i = 1, 2, 3\) being constants. In our experiments, the values 0.11, 18, and 0.5 were used for \(K_1, K_2, \) and \(K_3\), respectively. This dependence of \(\alpha\) on the coefficient of variation, \(\sigma_x/\bar{x}\), makes the filter adaptive and allows edge information to be preserved.

3. **Sigma filter**: This filter consists in averaging not all pixel values in the current window but only those which fall into the interval having the central pixel level at its center and four times the standard deviation as its width. This way, edge smearing is avoided [13].

4. **Variable-length Median filter**: This is a median filter with a window size \(2L+1\) by \(2L+1\) calculated at each point from [16]

\[
L = \left[ K(1 - c\sigma_x^2/\bar{x}) \right]
\]  

(19)

where the maximum window size is \(2K + 1\) by \(2K + 1\), \(c\) is a scaling constant (set here to 0.3), and \([a]\) denotes the integer part of \(a\).

5. **Taylor filter**: The estimate of \(s\) is given by [19]

\[
\hat{s} = x^a
\]  

(20)

where \(a\) is such that

\[
E\{(s - x^a)^2\}
\]

is minimum. By normalizing the data to near unity mean, \(x^a\) can be replaced by the Taylor approximation \(x^a \approx 1 + a \ln x\), and the MMSE coefficient \(a\) is

\[
a = \frac{E\{s \ln x\} - E\{\ln x\}}{E\{\ln^2 x\}}
\]  

(21)

All statistics involving \(x\) alone are obtained by their sample estimates within the filter window. The statistics involving \(s\) are derived from the latter and by using the model \(x = sn\) with \(s\) and \(n\) assumed to be independent and \(n\) having unity expected value. Moreover, as in [19], it was seen to be necessary to use a manual bounding on the coefficients \(a\) \((-0.5 < a < 1.5\) to avoid the presence of spurious spots in the result.)
Receiver Operating Characteristics

Some detection theoretic performance measures, namely, the probabilities of detection and false alarm, and the receiver operating characteristic [31] have also been used in our comparisons of the filters considered, to allow for numerically comparing their relative performance. The probability of detection \( P_D \) corresponds to the percentage of pixels of the image in the lesion area that have been correctly classified. The probability of false alarm \( P_F \) corresponds to the percentage of pixels belonging to the background of the image that were erroneously classified as belonging to the lesion. The probability of detection corresponding to a threshold chosen so that the probability of false alarm is approximately equal to 10\% has been tabulated in Table 1 for the original image and its processed versions (linear interpolation was used, where necessary, to estimate \( P_D \) from its two closest values). The \( P_D \) values listed in Table 1 verify the enhanced detectability obtained by the filters that exploit the segmentation information, compared to their counterparts that are designed with the stationarity assumption. The low probabilities of detection for the median and the mean filters show their inadequacy for this kind of application.

Due to its strong dependency upon the operating point of the detector, the probability of detection \( P_D \), for a fixed probability of false alarm \( P_F \), may be proved an inadequate measure of detection performance. A more reliable figure of merit can be derived by examining the receiver operating characteristic (ROC), which is defined as the graph of \( P_D \) versus \( P_F \). It has been extensively used in evaluating systems for medical diagnosis [28], because of its unique ability for providing a measure of accuracy, which is largely independent of decision bias. A single number that can completely characterize the whole ROC is the area under this curve and is included in Table 1. The comparison with respect to this figure of merit is again seen to be favorable for our method. The corresponding ROC curves are shown in Fig. 6.

An SNR measure

We have also compared the various filtering strategies from the viewpoint of the dispersion of the background and lesion pixels from the corresponding true sample means relatively to the dispersion in the original image. A measure of this relative dispersion, that could be called a signal-to-noise ratio, is defined for the lesion area as

\[
\text{SNR}_L = \frac{\sum_{\text{lesion}} (x_i - \bar{m}_L)^2}{\sum_{\text{lesion}} (\hat{x}_i - \bar{m}_L)^2}
\]

where \( x_i \) and \( \hat{x}_i \) denote the values of the original and the filtered image, respectively, and \( \bar{m}_L \) corresponds to the average level in the lesion that is estimated from the original image on the
basis of our a-priori knowledge of the lesion position, shape, and dimensions. The background SNR, $\text{SNR}_B$, is similarly defined. Table 2 summarizes the SNR values (in decibels) for our set of processed images.

**Lesion contrast**

The results presented thus far, demonstrate that our method outperforms all of the filters considered except for the Frost filter, which attains significantly higher values for the ROC area and the SNR compared to the segmentation-based approach. Nevertheless, as one can see by comparing the images in Fig. 4b and 7, these higher figures of merit for the Frost filter are at the cost of lower lesion contrast and an amount of blurring. This could be expected since, as noted in [15], Frost’s filter cannot adequately smooth homogeneous areas and preserve heterogeneous areas at the same time. A quantitative verification of this point is provided by the following measure of lesion contrast [29]

$$C = \frac{m_L - m_B}{m_L + m_B}$$

where, as before, $m_L$ and $m_B$ denote the average levels in the lesion and the background, respectively. The contrast values for the original as well as the filtered images are tabulated in Table 3. Note that the Frost filter yields the lowest lesion contrast among all the filters studied here, with the highest value obtained through our method.

**SNR imaging**

A way of increasing the lesion contrast relative to the background is to subtract from an image its associated SNR image [32]. The SNR image is produced by a grey-level encoding of the point SNR evaluated at the corresponding pixels of the original image. The point SNR at pixel $P$ is defined as the ratio of the sample mean to the standard deviation from this mean over a window $W$ centered at that pixel [32]. That is,

$$\text{SNR}_P = \frac{\mu_P}{\sigma_P}$$

where

$$\mu_P = \frac{1}{N(W)} \sum_{i \in W} x_i$$

and

$$\sigma_P = \left\{ \frac{1}{N(W) - 1} \sum_{i \in W} (x_i - \mu_P)^2 \right\}^{1/2},$$

with $N(W)$ being the number of pixels enclosed in $W$. The SNR image of the original image,
with $W$ being a $15 \times 3$ window$^4$, is shown in Fig. 8a. The lesion is recognized as a dark disk-shaped region in this figure. The results of subtracting the SNR image from the $L_2$ mean based I-filtered images and the Frost filtered image are shown in Figs. 8b, 8c, and 8d, respectively. The image in Fig. 8c appears to permit a more accurate discrimination between the target and the background compared to Figs. 8b, 8d.

**A real example**

It is difficult to evaluate the performance of a speckle reduction technique with real data because the underlying scatterer distribution, and hence the ideal image, are not known. Nevertheless, the superiority of our method over the single I-filtering can still be confirmed by inspection of the results from the application of the two methods to the real sector scan of Fig. 9. The result of the segmentation of this image by $L_2$ IVQ into 3 classes is depicted in Fig. 10. In Figs. 11a, b the outputs of the single I-filter and the I-filter triplet are shown. To demonstrate the effect of speckle filtering on the generation of the edge map of an image, we have applied the RGOA edge detector [34] to the original and filtered liver images. The results are shown in Fig. 12. It is obvious from Fig. 12a that, due to the presence of speckle, it is almost impossible to discern the edge structure of the original image. However, Figs. 12b, c show that edge detection becomes possible after a prefiltering stage. It should also be noticed that the segmentation-based I-filtering method allows for a cleaner edge map to be produced compared to its nonadaptive counterpart.

Before concluding this section we wish to make some remarks on the $L_2$ IVQ learning and filters’ behavior in the conducted experiments. Neither longer training sessions nor NN training with more than two (three) classes could give us better classifiers (only two (three) of the classes were populated at the end). It seems, therefore, that the segmentations in Figs. 3 and 10 are the best we can obtain for these particular cases. It has also been found that the unbiased I-filter gives almost identical results with the unconstrained one.

### 4 Conclusions

We have presented a method for the suppression of speckle noise in ultrasonic B-mode images based on the idea of segmenting an image into stationary subimages prior to processing each

---

$^4$Verhoeven et al. [32] have found that the lateral and the axial correlation sizes for the US B-mode image used are of the order of 15 and 3 pixels, respectively.
of them with a filter that is designed to be optimal for each particular subimage on the basis of the (statistical) information provided by the segmentation. Our method employs a modification of the IVQ algorithm based on the $L_2$ mean as a means of segmentation, while its filtering stage uses $L$-filters that are optimal in the MSE sense. Simulation experiments on an image of a tissue mimicking phantom and a real liver image verified the superiority of our approach to the single $L$-filter as well as to a number of commonly used speckle filters.

The $L_2$ IVQ training and the subsequent computation of more than one filters increase the computational complexity of our method to more than twice the computation needed in a conventional approach. However, this need not to be a problem since in medical applications the processing can be done off-line as pointed out in [16]. Moreover, the generalization capability of the IVQ NN, which has already been verified by simulations on SAR images [17], could be exploited to considerably reduce the computational load by using a single fixed network for segmentation, trained on a sufficiently large and representative sample of images.

In conclusion, we may say that the concept of “segmentation-based filtering,” applied in the problem of speckle noise removal, provides us with methods of increased complexity but of high quality results since the filters can be matched in a natural manner to the local behavior of the image.
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Figure 1: Segmentation-based L-filtering.
Figure 2: (a) US B-scan of a tissue simulating phantom. (b) Histograms of the lesion and the background areas in (a).
Figure 3: Result of the segmentation of Fig. 2a with the modified IVQ NN.
Figure 4: (a) Output of the single $L_2$-mean based I-filter. (b) Output of the $L_2$-mean based I-filter pair.
Figure 5: L-filter coefficients.

Figure 6: Receiver operating characteristics.
Figure 7: Output of the Frost filter.
Figure 8: (a) SNR image of Fig. 2a. (b) Result of subtracting the image of (a) from that of Fig. 4a.
Figure 8: (cont’d) (c) Result of subtracting the image of (a) from that of Fig. 4b. (d) Result of subtracting the image of (a) from that of Fig. 7.
Figure 9: US B-mode image of human liver.
Figure 10: Result of the segmentation of Fig. 9 with the $L_2$ IVQ NN.
Figure 11: (a) Output of the single L-filter.
Figure 11: (cont’d) (b) Output of the L-filter triplet.
Figure 12: (a) Edge map for the image of Fig. 9.
Figure 12: (cont’d) (b) Edge map for the image of Fig. 11a.
Figure 12: (cont’d) (c) Edge map for the image of Fig. 11b.
Table 1: Figures of merit for lesion detection on the simulated US B-mode image of Fig. 2a. (LF: single L-filter, SBLF: segmentation-based L-filter pair)

<table>
<thead>
<tr>
<th>Method</th>
<th>( P_F ) %</th>
<th>( P_D ) %</th>
<th>Threshold</th>
<th>( \hat{P}_D ) %</th>
<th>Area under ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>8.198</td>
<td>35.04</td>
<td>22</td>
<td>37.981</td>
<td>0.717116</td>
</tr>
<tr>
<td>Thresholding</td>
<td>10.128</td>
<td>38.19</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>8.737</td>
<td>37.45</td>
<td>21</td>
<td>39.838</td>
<td>0.743840</td>
</tr>
<tr>
<td></td>
<td>10.60</td>
<td>41.04</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ar. Mean</td>
<td>9.175</td>
<td>40.907</td>
<td>20</td>
<td>42.592</td>
<td>0.761905</td>
</tr>
<tr>
<td></td>
<td>11.48</td>
<td>45.62</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horn/phiic</td>
<td>8.0845</td>
<td>36.91</td>
<td>20</td>
<td>40.88</td>
<td>0.754272</td>
</tr>
<tr>
<td></td>
<td>10.051</td>
<td>40.987</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frost</td>
<td>8.71</td>
<td>43.73</td>
<td>17</td>
<td>46.021</td>
<td>0.77281</td>
</tr>
<tr>
<td></td>
<td>12.3</td>
<td>50.11</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>9.17</td>
<td>40.845</td>
<td>20</td>
<td>42.56</td>
<td>0.761576</td>
</tr>
<tr>
<td></td>
<td>11.476</td>
<td>45.61</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V. L. Median</td>
<td>8.78</td>
<td>37.44</td>
<td>21</td>
<td>39.6336</td>
<td>0.731703</td>
</tr>
<tr>
<td></td>
<td>10.68</td>
<td>40.854</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taylor</td>
<td>9.175</td>
<td>40.9</td>
<td>20</td>
<td>42.592</td>
<td>0.761882</td>
</tr>
<tr>
<td></td>
<td>11.48</td>
<td>45.61</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L_2 ) LF</td>
<td>8.674</td>
<td>38.8</td>
<td>21</td>
<td>41.77</td>
<td>0.758334</td>
</tr>
<tr>
<td></td>
<td>10.7</td>
<td>43.343</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L_2 ) SBLF</td>
<td>7.838</td>
<td>40.3667</td>
<td>18</td>
<td>44.6027</td>
<td>0.764672</td>
</tr>
<tr>
<td></td>
<td>10.406</td>
<td>45.3982</td>
<td>17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Relative dispersion resulting from processing the US B-mode image of Fig. 2a.

<table>
<thead>
<tr>
<th>Method</th>
<th>SNR$_B$ (dB)</th>
<th>SNR$_L$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>0.914986</td>
<td>0.885867</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>1.55226</td>
<td>1.5066</td>
</tr>
<tr>
<td>Homomorphic</td>
<td>1.56488</td>
<td>1.50149</td>
</tr>
<tr>
<td>Frost</td>
<td>4.59596</td>
<td>4.02855</td>
</tr>
<tr>
<td>Sigma</td>
<td>1.54537</td>
<td>1.49875</td>
</tr>
<tr>
<td>V. I. Median</td>
<td>0.812148</td>
<td>0.613674</td>
</tr>
<tr>
<td>Taylor</td>
<td>1.55216</td>
<td>1.5066</td>
</tr>
<tr>
<td>Single L-filter</td>
<td>1.09915</td>
<td>1.04087</td>
</tr>
<tr>
<td>Segmentation-based L-filter</td>
<td>2.28008</td>
<td>2.1488</td>
</tr>
</tbody>
</table>

Table 3: Lesion contrast for the image of Fig. 2a and its processed versions.

<table>
<thead>
<tr>
<th>Method/Image</th>
<th>Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.230441</td>
</tr>
<tr>
<td>Median</td>
<td>0.230212</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>0.230541</td>
</tr>
<tr>
<td>Homomorphic</td>
<td>0.231008</td>
</tr>
<tr>
<td>Frost</td>
<td>0.187298</td>
</tr>
<tr>
<td>Sigma</td>
<td>0.230571</td>
</tr>
<tr>
<td>V. I. Median</td>
<td>0.228513</td>
</tr>
<tr>
<td>Taylor</td>
<td>0.230541</td>
</tr>
<tr>
<td>Single L-filter</td>
<td>0.238434</td>
</tr>
<tr>
<td>Segmentation-based L-filter</td>
<td>0.238952</td>
</tr>
</tbody>
</table>