DropELM: Fast Neural Network Regularization with Dropout and DropConnect

Alexandros Iosifidis, Anastasios Tefas and Ioannis Pitas

Department of Informatics, Aristotle University of Thessaloniki
Thessaloniki 54124, Greece Tel, Fax: +30-2310996304

{aiosif,tefas,pitas}@aiia.csd.auth.gr

Abstract

In this paper, we propose an extension of the Extreme Learning Machine algorithm for Single-hidden Layer Feedforward Neural network training that incorporates Dropout and DropConnect regularization in its optimization process. We show that both types of regularization lead to the same solution for the network output weights calculation, which is adopted by the proposed DropELM network. The proposed algorithm is able to exploit Dropout and DropConnect regularization, without computationally intensive iterative weight tuning. We show that the adoption of such a regularization approach can lead to better solutions for the network output weights. We incorporate the proposed regularization approach in several recently proposed ELM algorithms and show that their performance can be enhanced without requiring much additional computational cost.
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1. Introduction

Extreme Learning Machine (ELM) is a relatively new algorithm for Single-hidden Layer Feedforward Neural (SLFN) networks training that leads to fast network training requiring low human supervision [1]. Conventional SLFN network training approaches, like the Backpropagation algorithm [2], adjust both the input and output weights and the hidden layer bias values by applying gradient descend-based optimization. However, gradient descend-based learning techniques are generally slow and may decrease the network’s generalization ability,
since the solution may be trapped in local minima. In ELM the input weights
and the hidden layer bias values of the SLFN network are randomly chosen. By
adopting the squared loss of the prediction error, the network output weights are,
subsequently, analytically calculated. ELMs tend to reach not only the smallest
training error, but also the smallest output weight norm. For feedforward net-
works reaching a small training error, smaller output weight norm results in better
generalization performance [3]. Despite the fact that the determination of the net-
work hidden layer outputs is based on randomly assigned input weights, it has
been proven that SLFN networks trained by using the ELM algorithm have global
approximator properties [4, 5, 6, 7]. Due to its effectiveness and its fast learn-
ing process, the ELM network has been adopted in many classification problems
[8, 9, 10, 11, 12, 13, 14, 15]. In addition, many ELM variants have been pro-
posed in the last few years, extending the ELM network properties along different
directions [5, 16, 17, 18, 19, 20, 21, 22, 23].

In order to enhance the generalization ability of networks trained by apply-
ing the Backpropagation algorithm and increase training speed, several heuris-
tics are usually employed, including a decaying learning rate parameter (or dy-
namic learning rate parameter determination), the use of momentum parameter,
minibatch-based weight adaptation using stochastic gradient descend, multiple
network weights initializations, use of generative pre-training using a small learn-
ing rate, penalization of the weights $l_2$ norm, etc. Recently, the so-called Dropout
approach has been proposed, in order to avoid network overfitting on the training
data [24]. According to this approach, each training example is forward propa-
gated, while randomly keeping the outputs of each layer with probability $p$, oth-
erwise setting each layer outputs to zero with probability $(1 - p)$. The error is
then backpropagated only through the weights corresponding to the activated layer
outputs. The intuition in this process is that such a process prevents the network
weights from collaborating with one another to memorize the training examples.
DropConnect [25] has been proposed as a generalization of Dropout. In Drop-
Connect, each training sample is forward propagated, while randomly keeping
some of the network weight elements. Both these approaches can be regarded as a
form of regularization on the training process of fully connected neural networks.
Extensive experimental evaluation combining Dropout (or DropConnect) with the
previously-mentioned heuristics [24, 25] indicates that the adoption of such a reg-
ularization approach enhances network generalization performance, when com-
pared to networks trained by using Backpropagation without exploiting such op-
erations.

In this paper we propose an extension of the ELM algorithm that is able to
exploit Dropout and DropConnect regularization on its optimization process. We start by formulating an ELM optimization problem that is able to exploit Dropout regularization. This is performed by learning network output weights that provide a compromise between the minimization of both the network training error and the network response difference for the original hidden layer outputs and hidden layer outputs obtained by applying Dropout operations with a probability value $p$. Subsequently, we exploit DropConnect regularization on the network output weights and formulate an ELM optimization problem that is able to learn network output weights providing a compromise between the minimization of both the network training error and the network response difference between the network outputs determined by using the original output weights and output weights obtained by using DropConnect operations with a probability value $p$. We show that, in the limit case of infinite network training epochs, both proposed optimization problems lead to the same regularized ELM network, noted as DropELM hereafter, which is able to incorporate the Dropout and DropConnect regularization, without requiring time-consuming iterative network training. We evaluate the proposed approach in standard, as well as in facial image classification problems, where it is shown that the adoption of the proposed regularization term can enhance the performance of several recently proposed ELM variants.

The contributions of this paper are:

- a novel formulation of the ELM algorithm that is able to exploit Dropout regularization on the network hidden layer outputs,

- a novel formulation of the ELM algorithm that is able to exploit DropConnect regularization on the network output weights,

- a proof that, in the limiting case of infinite network training epochs, both proposed ELM formulations lead to the same regularized ELM network, i.e., the proposed DropELM network.

- Finally, we show that the adoption of the proposed regularization approach can lead to better solutions for the network output weights.

The rest of the paper is organized as follows. We provide an overview of the ELM, RELM, Dropout and DropConnect algorithms in Section 2. The proposed DropELM network is described in Subsection 3. Experimental results evaluating its performance are provided in Section 4. Finally, conclusions are drawn in Section 5.
2. ELM networks and Dropout/DropConnect approaches

In this section, we briefly describe the ELM, RELM, Dropout and DropConnect algorithms proposed in [1], [21, 26, 27, 28, 29], [24] and [25], respectively.

Let us denote by \( \{ x_i, c_i \}_{i=1}^N \) a set of \( N \) vectors \( x_i \in \mathbb{R}^D \) and the corresponding class labels \( c_i \in \{ 1, \ldots, C \} \) that can be used to train a SLFN network consisting of \( D \) input (equal to the dimensionality of \( x_i \)), \( L \) hidden and \( C \) output (equal to the number of classes involved in the classification problem) neurons, as illustrated in Figure 1. The number \( L \) of hidden layer neurons is usually selected to be much larger than the number of classes \([21, 22]\), i.e., \( L \gg C \). The elements of the network target vectors \( t_i = [t_{i1}, \ldots, t_{iC}]^T \), each corresponding to a training vector \( x_i \), are set to \( t_{ik} = 1 \) for vectors belonging to class \( k \), i.e., when \( c_i = k \), and to \( t_{ik} = -1 \), otherwise. In ELM-based approaches, the network input weights \( W_{in} \in \mathbb{R}^{D \times L} \) and the hidden layer bias values \( b \in \mathbb{R}^L \) are randomly chosen, while the network output weights \( W_{out} \in \mathbb{R}^{L \times C} \) are analytically calculated, as subsequently described.

Let us denote by \( v_j, w_k, w_{kj} \) the \( j \)-th column of \( W_{in} \), the \( k \)-th row of \( W_{out} \) and the \( j \)-th element of \( w_k \), respectively. Given an activation function \( \Phi(\cdot) \) for the network hidden layer and using a linear activation function for the network output layer, the response \( \mathbf{o}_i = [o_{i1}, \ldots, o_{iC}]^T \) of the network corresponding to \( x_i \)
is calculated by:

\[ o_{ik} = \sum_{j=1}^{L} w_{kj} \Phi(v_j, b_j, x_i), \ k = 1, \ldots, C. \]  

(1)

It has been shown [21, 22] that several activation functions \( \Phi(\cdot) \) can be employed for the calculation of the network hidden layer outputs, like the sigmoid, sine, Gaussian, hard-limiting and Radial Basis Function (RBF). By storing the network hidden layer outputs \( \phi_i \in \mathbb{R}^L \) corresponding to all the training vectors \( x_i, i = 1, \ldots, N \) in a matrix \( \Phi = [\phi_1, \ldots, \phi_N] \), or:

\[
\Phi = \begin{bmatrix}
\Phi(v_1, b_1, x_1) & \cdots & \Phi(v_1, b_1, x_N) \\
\vdots & \ddots & \vdots \\
\Phi(v_L, b_L, x_1) & \cdots & \Phi(v_L, b_L, x_N)
\end{bmatrix},
\]

(2)

the network response for all the training data \( O \in \mathbb{R}^{C \times N} \) can be expressed in a matrix form as:

\[
O = W^T_{out} \Phi.
\]

(3)

2.1. Extreme Learning Machine

ELM algorithm [1] assumes zero training error. That is, it is assumed that \( o_i = t_i, i = 1, \ldots, N \), or by using a matrix notation \( O = T \), where \( T = [t_1, \ldots, t_N] \) is a matrix containing the network target vectors. By using (3), the network output weights \( W_{out} \) can be analytically calculated by:

\[
W_{out} = \Phi^T T^T,
\]

(4)

where \( \Phi^T = (\Phi \Phi^T)^{-1} \Phi \) is the generalized pseudo-inverse of \( \Phi^T \). After the calculation of the network output weights \( W_{out} \), the network response for a given vector \( x_l \in \mathbb{R}^D \) is given by:

\[
o_l = W^T_{out} \phi_l,
\]

(5)

where \( \phi_l \) is the network hidden layer output for \( x_l \).

2.2. Regularized Extreme Learning Machine

The calculation of the network output weights \( W_{out} \) through (4) is sometimes inaccurate, since the matrix \( \Phi \Phi^T \) may be singular. A regularized version of the ELM algorithm that allows small training errors and tries to minimize the norm of the network output weights \( W_{out} \) has been proposed in [21]. In this case,
the network output weights are calculated by solving the following optimization problem:

\[
\text{Minimize:} \quad J_{\text{RELM}} = \frac{1}{2} \| W_{\text{out}} \|^2_F + \frac{c}{2} \sum_{i=1}^{N} \| \xi_i \|^2_2 \quad (6)
\]

\[
\text{Subject to:} \quad W_{\text{out}}^T \phi_i = t_i - \xi_i, \quad i = 1, \ldots, N \quad (7)
\]

where \( \xi_i \in \mathbb{R}^C \) is the error vector corresponding to \( x_i \) and \( c \) is a parameter denoting the importance of the training error in the optimization problem, satisfying \( c > 0 \). By substituting the constraints (10) in (9) and determining the saddle point of \( J_{\text{RELM}} \) with respect to \( W_{\text{out}} \), the network output weights are obtained by:

\[
W_{\text{out}} = \left( \Phi \Phi^T + \frac{1}{c} I \right)^{-1} \Phi T^T, \quad (8)
\]

where \( I \in \mathbb{R}^{L \times L} \) is the identity matrix.

The RELM algorithm described above has also been extended in order to exploit statistical properties of the training data in the ELM space, which are described through appropriate regularization terms [26, 27, 28, 29]. These methods optimize the following optimization problem for the calculation of the network output weights:

\[
\text{Minimize:} \quad J_{\text{DELM}} = \frac{1}{2} \text{tr} \left( W_{\text{out}}^T S W_{\text{out}} \right) + \frac{c}{2} \sum_{i=1}^{N} \| \xi_i \|^2_2 \quad (9)
\]

\[
\text{Subject to:} \quad W_{\text{out}}^T \phi_i = t_i - \xi_i, \quad i = 1, \ldots, N \quad (10)
\]

where \( \text{tr}(\cdot) \) denotes the trace operator and \( S \in \mathbb{R}^{L \times L} \) is a matrix describing relationships of the training data that are subject to minimization\(^1\). Specifically, in [26] the matrix \( S \) describes the within-class scatter of the training data representations in the ELM space, while in [27, 28], \( S \) describes the local within-class scatter of the training data, by exploiting intrinsic graph structures. In [29] both intrinsic and penalty graphs are exploited. The network output weights are finally obtained by:

\[
W_{\text{out}} = \left( \Phi \Phi^T + \frac{1}{c} S \right)^{-1} \Phi T^T. \quad (11)
\]

\(^1\)It should be noted here that a regularized version, i.e. \( \tilde{S} = r_1 S + r_2 I \), is usually used in these methods in order to avoid singularity issues.
Clearly, these methods are extensions of the ELM and RELM algorithms, since (4) and (8) is a special case of (11) for $S = 0$ and $S = I$, respectively.

Similar to the ELM case, after the calculation of the network output weights $W_{out}$, the network response for a given vector $x_i \in \mathbb{R}^D$ is given by:

$$o_i = W_{out}^T \phi_i.$$  \hfill (12)

### 2.3. Iterative ELM network training based on Dropout

Dropout has been proposed in [24] as a form of regularization for fully connected neural network layers. Let us consider the case of a SLFN network where Dropout is applied to the network hidden layer outputs in an iterative process that is used in order to learn the network output weights. The main idea of Dropout is the generation of synthetic hidden layer outputs $\phi_i$:

$$\phi_i = m_i \circ \phi_i,$$  \hfill (13)

where $\circ$ denotes the Hadamard (element-wise) product of two vectors [30, 31] and $m_i \in \mathbb{R}^L$ is a binary mask vector with each element being equal to 1 with probability $p$ and equal to 0 with probability $(1 - p)$. The elements of $m_i$ are drawn independently from a Bernoulli distribution using a probability value $p$. In the above, we have introduced another index denoting the epoch of the iterative learning process, i.e., $t = 1, \ldots, N_T$, where $N_T$ is the maximal number of training epochs. After calculating the network output $o_i$ corresponding to $\phi_i$, the network output weights $W_{out}$ corresponding to the elements of $\phi_i$ that have survived are updated in order to follow the network error gradient. It should be noted here that a different mask vector $m_i$ is independently selected for each iteration of the iterative optimization process.

### 2.4. Iterative ELM network training based on DropConnect

DropConnect has been proposed in [25] as a generalization of Dropout, in which the connection, rather than each output unit, can be dropped with probability $1 - p$. Let us consider the case of a SLFN network where DropConnect is applied in order to learn the network output weights $W_{out}$. DropConnect is similar to Dropout as it introduces dynamic sparsity in the network training process, but differs in that the sparsity is on the weights $W_{out}$, rather than the hidden layer output vectors $\phi_i$. The main idea of DropConnect is the generation of synthetic network weights $W_{out}$ given by:

$$W_{out}^{i,t} = M_{i,t} \circ W_{out}, \quad i = 1, \ldots, N, \quad t = 1, \ldots, N_T.$$  \hfill (14)
In the above, \( M_{i,t} \in \mathbb{R}^{L \times C} \) is a binary mask matrix with each element being equal to \( [M_{i,t}]_{j,k} = 1 \) with probability \( p \) and \( [M_{i,t}]_{j,k} = 0 \) with probability \( 1 - p \). The elements of \( M_{i,t} \) are drawn independently from a Bernoulli distribution, using a probability value \( p \). After calculating the network output \( o_{i,t} \) by using \( \phi_i \) and \( W_{i,t}^{out} \), the elements of the network output weights \( W_{out} \) that have survived are updated, in order to follow the network error gradient. Similar to the Dropout case, the binary mask matrix is selected independently for each iteration of the iterative optimization process.

3. The proposed DropELM algorithm

As has been previously mentioned, both Dropout and DropConnect-based learning schemes are able to increase the network generalization ability. However, both of them are time consuming and require high human supervision, as they are based on the Backpropagation algorithm. In the following, we propose an optimization process that is able to overcome these issues. We start by formulating an ELM optimization problem that is able to exploit Dropout regularization.

3.1. Exploiting Dropout in ELM

In order to exploit Dropout on the ELM optimization process, we propose to solve the following optimization problem for the calculation of the network output weights \( W_{out} \):

\[
\text{Minimize:} \quad J_1 = \frac{1}{2} \text{tr} (W_{out}^T S W_{out}) + \frac{c}{2} \sum_{i=1}^{N} ||\xi_i||_2^2
\]

Subject to:

\[
W_{out}^T \phi_i = t_i - \xi_i, \quad i = 1, \ldots, N, \tag{16}
\]

\[
W_{out}^T \phi_i = W_{out}^T \tilde{\phi}_{i,t}, \quad i = 1, \ldots, N, \quad t = 1, \ldots, N_T, \tag{17}
\]

where \( \tilde{\phi}_{i,t} \) expresses the hidden layer output for the training vector \( x_i \), after applying the Dropout for the training epoch \( t \):

\[
\tilde{\phi}_{i,t} = m_{i,t} \circ \phi_i. \tag{18}
\]

That is, we introduce an additional constraint (17) requiring the network outputs for \( \phi_{i,t} \) to be equal to the ones obtained by employing the original hidden layer outputs \( \phi_i \). The importance of the constraint (17) in ELM optimization process is discussed in the Appendix. By setting \( \hat{\phi}_{i,t} = \phi_i - \phi_{i,t} \), this constraint can be expressed by:

\[
W_{out}^T (\phi_i - \hat{\phi}_{i,t}) = W_{out}^T \tilde{\phi}_{i,t} = 0. \tag{19}
\]
We can directly calculate $\tilde{\phi}_{i,t}$ by:

$$\tilde{\phi}_{i,t} = \tilde{m}_{i,t} \circ \phi_i,$$

where $\tilde{m}_{i,t} \in \mathbb{R}^L$ is a binary mask vector with each element being equal to 1 with probability $(1 - p)$ and equal to 0 with probability $p$.

By substituting (16) in $J_1$ and taking the equivalent dual problem with respect to (19), we obtain:

$$J_{1,D} = \frac{1}{2} tr(W_{out}^T S W_{out}) + \frac{c}{2} ||W_{out}^T \Phi - T||_F^2 + \frac{\lambda}{2N_T} \sum_{t=1}^{N_T} ||W_{out}^T \tilde{\Phi}_t||_F^2,$$  

(21)

where $\tilde{\Phi}_t = [\tilde{\phi}_{1,t}, \ldots, \tilde{\phi}_{N,t}]$ and $\lambda$ is a parameter denoting the importance of the Dropout regularizer in the optimization problem, satisfying $\lambda > 0$. By determining the min point of $J_{1,D}$ with respect to $W_{out}$, the network output weights are given by:

$$W_{out} = \left( \Phi \Phi^T + \frac{1}{c} S + \frac{\lambda}{c} R_1 \right)^{-1} \Phi^T T,$$  

(22)

where:

$$R_1 = \frac{1}{N_T} \sum_{t=1}^{N_T} \tilde{\Phi}_t \tilde{\Phi}_t^T.$$  

(23)

By comparing (22) and (8), it can be seen that the contribution of Dropout on the ELM optimization process can be expressed by the regularization term $R_1$. Clearly, the RELM algorithm is a special case of the proposed approach for $p = 1$.

We can define the following two cases for the matrix $R_1$:

1. $N_T$ is finite. $R_1$ can be calculated by generating synthetic hidden layer output vectors $\tilde{\phi}_{i,t}$, $i = 1, \ldots, N$, $t = 1, \ldots, N_T$ through (20) and by using (23). While this choice can be used in order to incorporate Dropout on the ELM optimization process, it requires the calculation of $\tilde{\Phi}_t$ and $R_1$, which will increase the computational cost of the network training process. In addition, we have experimentally observed that, for values of $N_T$ greater than 100 (which can be considered as a small value for neural network training epoches), it degenerates to the following case.

2. $N_T \to \infty$: Based on the weak law of large numbers [32], $R_1$ converges to its expected value, as $N_T$ becomes very large:

$$R_1 = E \left[ \frac{1}{N_T} \sum_{t=1}^{N_T} \tilde{\Phi}_t \tilde{\Phi}_t^T \right].$$  

(24)
Let us denote by \( p = [(1-p), \ldots, (1-p)]^T \in \mathbb{R}^L \) a vector having elements expressing the probability that the \( j \)-th element of \( \phi_i \) will not survive. Then, \( R_1 \) can be obtained by:

\[
R_1 = (\Phi T)^\circ P,
\]

where \( P = [(pp^T) \circ (11^T - I)] + [(p1^T) \circ I] \) and \( 1 \in \mathbb{R}^L \) is a vector of ones. It is worth noting here that, since \( R_1 \in \mathbb{R}^{L \times L} \), the overall computational complexity for \( W_{out} \) calculation is equal to that of RELM (8), i.e., \( O(L^3) \), which is the computational cost of the matrix inversion operation\(^2\).

By combining (25) and (22), the network output weights are given by:

\[
W_{out} = \left( [\Phi T] \circ \left[ 11^T + \frac{\lambda}{c} P \right] + \frac{1}{c} S \right)^{-1} \Phi T^T.
\]

### 3.2. Exploiting DropConnect in ELM

In order to exploit DropConnect on the ELM optimization process, we propose to solve the following optimization problem for the calculation of the network output weights \( W_{out} \):

**Minimize:** \( J_2 = \frac{1}{2} \text{tr} (W_{out}^T SW_{out}) + \frac{c}{2} \sum_{i=1}^{N} \| \xi_i \|_2^2 \)

**Subject to:**

\[
W_{out}^T \phi_i = t_i - \xi_i, \quad i = 1, \ldots, N, \quad (28)
\]
\[
W_{out}^T \phi_i = (M_{i,t} \circ W_{out})^T \phi_i, \quad i = 1, \ldots, N, \quad t = 1, \ldots, N_T \quad (29)
\]

where \( M_{i,t} \in \mathbb{R}^{L \times C} \) is a binary mask matrix with each element being equal to \([M_{i,t}]_{j,k} = 1\) with probability \( p \) and \([M_{i,t}]_{j,k} = 0\) with probability \( (1-p) \). That is, we introduce an additional constraint (29) requiring the network outputs obtained by using the weights \( W_{out}^t = M_{i,t} \circ W_{out} \) to be equal to the ones obtained by employing the original network output weights \( W_{out} \).

By substituting (28) in \( J_2 \) and taking the equivalent dual problem with respect to (29), we obtain:

\[
J_{2,D} = \frac{1}{2} \text{tr} (W_{out}^T SW_{out}) + \frac{c}{2} \| W_{out}^T \Phi - T \|_F^2 + \frac{\lambda}{2 N_T} \sum_{t=1}^{N_T} \sum_{i=1}^{N} \| (M_{i,t} \circ W_{out})^T \phi_i \|_2^2.
\]

\(^2\)This is the computational complexity of both RELM and DropELM when employing the Gauss-Jordan elimination algorithm. Faster matrix inversion algorithms have also been proposed having computational complexity equal to \( O(L^{2.37}) \), i.e., the Coppersmith-Winograd and Williams algorithms.
By exploiting that, when $N_T \to \infty^3$:

$$
\frac{1}{N_T} \sum_{t=1}^{N_T} (M_{i,t} \circ W_{out}) (M_{i,t} \circ W_{out})^T = (W_{out} W_{out}^T) \circ P,
$$

(31)

we obtain:

$$
\mathcal{J}_{2,D} = \frac{1}{2} tr \left( W_{out}^T S W_{out} \right) + \frac{c}{2} \| W_{out}^T \Phi - T \|^2_F + \frac{\lambda}{2N_T} \sum_{t=1}^{N_T} \sum_{i=1}^{N} \phi_i^T \left[ (W_{out} W_{out}^T) \circ P \right] \phi_i
$$

$$
= \frac{1}{2} tr \left( W_{out}^T S W_{out} \right) + \frac{c}{2} \| W_{out}^T \Phi - T \|^2_F + \frac{\lambda}{2} \sum_{i=1}^{N} tr \left( D_{\phi_i} P D_{\phi_i} W_{out} W_{out}^T \right),
$$

(32)

where $D_{\phi_i} = diag(\phi_i)$.

By determining the saddle point of $\mathcal{J}_{2,D}$ with respect to $W_{out}$, the network output weights are given by:

$$
W_{out} = \left( \Phi \Phi^T + \frac{1}{c} S + \frac{\lambda}{c} R_2 \right)^{-1} \Phi T^T,
$$

(33)

where:

$$
R_2 = \sum_{i=1}^{N} tr \left( D_{\phi_i} P D_{\phi_i} W_{out} \right) = (\Phi \Phi^T) \circ P.
$$

(34)

By combining (34) and (33), the network output weights are given by:

$$
W_{out} = \left[ \Phi \Phi^T \circ \left[ 11^T + \frac{\lambda}{c} P \right] + \frac{1}{c} S \right]^{-1} \Phi T^T.
$$

(35)

By comparing (35) and (8), it can be seen that the contribution of DropConnect on the ELM optimization process can be expressed by the regularization term $R_2$. Clearly, RELM can be considered as a special case of (33), in the case where $\lambda = 0$. In addition, by comparing (35) and (26), it can be seen that, in the limit case $N_T \to \infty$, the two proposed ELM networks are equivalent. In the following subsection, we summarize the proposed DropELM algorithm for SLFN network training.

---

3We have experimentally observed that this is satisfied for $N_T$ greater than 100.
3.3. Drop-Extreme Learning Machine

The proposed DropELM algorithm assigns random network input weights \( W_{in} \in \mathbb{R}^{D \times L} \) and the hidden layer bias values \( b \in \mathbb{R}^{L} \), similar to the ELM and RELM algorithms described in Section 2. The network output weights \( W_{out} \in \mathbb{R}^{L \times C} \) are subsequently analytically calculated by:

\[
W_{out} = \left( [\Phi \Phi^T] \circ \left[ 11^T + \frac{\lambda}{c} P \right] + \frac{1}{c} S \right)^{-1} \Phi T^T.
\]  

(36)

After the calculation of the network output weights \( W_{out} \), the network response for a given vector \( x_l \in \mathbb{R}^D \) is given by:

\[
o_l = W_{out}^T \phi_l,
\]

(37)

where \( \phi_l \) is the network hidden layer output for \( x_l \).

4. Experiments

In this section, we present experiments conducted in order to illustrate the effect of exploiting the proposed regularization term in ELM-based algorithms. We have employed sixteen publicly available datasets to this end: ten datasets corresponding to standard classification problems coming from the machine learning repository of University of California Irvine (UCI) [33] and six facial image datasets, namely the ORL, AR and Extended YALE-B (face recognition) and the COHN-KANADE, BU and JAFFE (facial expression recognition) datasets. Table 1 provides information concerning the UCI data sets used. A brief description of the facial image datasets is provided in the following subsections. Experimental results are provided in subsection 4.3. In all our experiments, we compare the performance of the ELM variants proposed in [1, 21, 26, 27, 28, 29] with that of their DropELM counterparts. In facial image classification, we have downsized the facial images provided by the database to 40 × 30 pixels by subsampling to increase computation speed and vectorized the resulting images to produce 1200-dimensional facial vectors \( x_l \).

We follow the works in [34, 35] and select the hidden layer weights to be formed by the training data in order to enhance the performance of all the ELM variants. In the case where the cardinality of the training data is larger than \( N > 1000 \), we randomly select \( L = 1000 \) training samples to form the network hidden
layer weights [34]. For the activation of the hidden layer neurons, we used the Radial Basis Function (RBF):

\[ \Phi_{RBF}(x_i, v_j, b) = \exp\left(-\frac{\|x_i - v_j\|^2}{2b^2}\right), \quad (38) \]

where the value \( b \) is set equal to the mean Euclidean distance between the training data \( x_i \) and the network input weights \( v_j \), which is the natural scaling factor for the Euclidean distances between \( x_i \) and \( v_j \) for each dataset. For fair comparison, in all experiments, we made sure that the the same ELM space was used by all the competing algorithms. That is, we first map the training data to the feature space determined by the network hidden layer outputs, by using (38) and, subsequently, calculate the network output weights according to each optimization process. Regarding the optimal values of the regularization parameters \( c \) and \( \lambda \) used in different ELM-based classification schemes, they have been determined by following a grid search strategy. That is, for each classifier, multiple experiments have been performed by employing parameter values \( c = 10^r, r = -3, \ldots, 3 \) and \( \lambda = 10^q, q = -3, \ldots, 3 \) and the best performance is reported.

4.1. Face recognition datasets

The AR dataset [36] consists of over 4000 facial images depicting 70 male and 56 female faces. In our experiments, we have used the preprocessed (cropped) facial images provided by the database, depicting 100 persons (50 males and 50
females) having a frontal facial pose, performing several expressions (anger, smiling and screaming), in different illumination conditions (left and/or right light) and with some occlusions (sun glasses and scarf). Each person was recorded in two sessions, separated by an interval of two weeks. Example images of the dataset are illustrated in Figure 2.

![Figure 2: Facial images depicting a person of the AR dataset.](image)

The ORL dataset [37] consists of 400 facial images depicting 40 persons (10 images each). The images were captured at different times and with different conditions, in terms of lighting, facial expressions (smiling/not smiling) and facial details (open/closed eyes, with/without glasses). Facial images were taken in frontal position with a tolerance for face rotation and tilting of up to 20 degrees. Example images of the dataset are illustrated in Figure 3.

![Figure 3: Facial images depicting a person of the ORL dataset.](image)

The Extended YALE-B dataset [38] consists of facial images depicting 38 persons in 9 poses, under 64 illumination conditions. In our experiments, we have used the frontal cropped images provided by the database. Example images of the dataset are illustrated in Figure 4.

![Figure 4: Facial images depicting a person of the Extended YALE-B dataset.](image)
4.2. Facial expression recognition datasets

The BU dataset [39] consists of facial images depicting over 100 persons (60% female and 40% male) with a variety of ethnic/racial background, including White, Black, East-Asian, Middle-east Asian, Hispanic Latino and other types of persons. All expressions, except the neutral one, are expressed at four intensity levels. In our experiments, we have employed the images depicting the most expressive intensity of each facial expression. Example images of the dataset are illustrated in Figure 5.

![Figure 5: Facial images depicting a person of the BU dataset. From left to right: neutral, anger, disgust, fear, happy, sad and surprise.](image)

The COHN-KANADE dataset [40] consists of facial images depicting 210 persons of age between 18 and 50 (69% female, 31% male, 81% Euro-American, 13% Afro-American and 6% other groups). We have randomly selected 35 images for each facial expression, i.e., anger, disgust, fear, happiness, sadness, surprise and neutral ones. Example images of the dataset are illustrated in Figure 6.

![Figure 6: Facial images from the COHN-KANADE dataset. From left to right: neutral, anger, disgust, fear, happy, sad and surprise.](image)

The JAFFE dataset [41] consists of 210 facial images depicting 10 Japanese female persons. Each expression is depicted in 3 images for each person. Example images of the dataset are illustrated in Figure 7.

![Figure 7: Example images of the JAFFE dataset. From left to right: neutral, anger, disgust, fear, happy, sad and surprise.](image)

4.3. Experimental Results

In our first set of experiments, we have applied the algorithms on the UCI datasets. Since there is not a widely adopted experimental protocol for these datasets, we perform the five-fold cross-validation procedure [42], by taking into
account the class labels of the samples on each database. That is, we randomly split the samples belonging to each class in five sets and we use four sets of all classes for training and the remaining ones for testing. This process is performed five times, one for each evaluation set. The performance of each algorithm is measured by calculating the mean classification rate over all folds. We perform five experiments on each dataset and report the mean classification rate and the observed standard deviation value for each algorithm. The results are shown in Tables 2-4. In these Tables we also report the probability value $p$ by the ELM variants exploiting the proposed Dropout/Dropconnect regularization term. As can be seen, the incorporation of the proposed regularization term in each ELM variant enhances its performance. It is interesting to see that this improvement is very high for the standard ELM algorithm in most datasets. For the remaining ELM variants, already exploiting a regularization term, the improvement observed is not so impressive. However, it can be seen that in most of the cases, the incorporation of the proposed regularizer improves performance.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ELM</th>
<th>DropELM</th>
<th>RELM</th>
<th>DropRELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>54.66 ± 0.27%</td>
<td>55.38 ± 0.22% (0.2)</td>
<td>54.27 ± 0.23%</td>
<td>55.04 ± 0.2% (0.1)</td>
</tr>
<tr>
<td>Australian</td>
<td>72.51 ± 5.47%</td>
<td>74.11 ± 4.04% (0.1)</td>
<td>67.73 ± 0.22%</td>
<td>67.97 ± 0.43% (0.5)</td>
</tr>
<tr>
<td>German</td>
<td>53.2 ± 2.91%</td>
<td>78.07 ± 0.95% (0.2)</td>
<td>77.07 ± 0.35%</td>
<td>77.77 ± 1.02% (0.1)</td>
</tr>
<tr>
<td>Heart</td>
<td>57.41 ± 6.1%</td>
<td>80 ± 1.96% (0.3)</td>
<td>78.02 ± 0.86%</td>
<td>78.4 ± 0.93% (0.1)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>72.22 ± 0.97%</td>
<td>91.55 ± 0.44% (0.4)</td>
<td>90.79 ± 0.29%</td>
<td>91.27 ± 0.44% (0.1)</td>
</tr>
<tr>
<td>Iris</td>
<td>79.33 ± 4.62%</td>
<td>98.44 ± 0.38% (0.4)</td>
<td>98.22 ± 0.77%</td>
<td>98.22 ± 0.77% (0.4)</td>
</tr>
<tr>
<td>Madelon</td>
<td>63.08 ± 1.14%</td>
<td>63.29 ± 0.75% (0.5)</td>
<td>63.01 ± 0.43%</td>
<td>63.32 ± 0.49% (0.5)</td>
</tr>
<tr>
<td>Optdigits</td>
<td>99.04 ± 0.01%</td>
<td>99.24 ± 0.01% (0.1)</td>
<td>99 ± 0.01%</td>
<td>99.24 ± 0.01% (0.1)</td>
</tr>
<tr>
<td>Segmentation</td>
<td>47.6 ± 8.94%</td>
<td>90.97 ± 0.15% (0.2)</td>
<td>88.95 ± 0.24%</td>
<td>90.59 ± 0.15% (0.1)</td>
</tr>
<tr>
<td>TAE</td>
<td>49.37 ± 3.71%</td>
<td>53.46 ± 2.18% (0.6)</td>
<td>46.74 ± 4.11%</td>
<td>47.4 ± 3.23% (0.6)</td>
</tr>
</tbody>
</table>
Table 3: Performance on UCI datasets for MVELM and MCVELM algorithms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MVELM</th>
<th>DropMVELM</th>
<th>MCVELM</th>
<th>DropMCVELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>55.94 ± 0.32%</td>
<td>56 ± 0.38% (0.1)</td>
<td>55.94 ± 0.34%</td>
<td>56 ± 0.38% (0.1)</td>
</tr>
<tr>
<td>Australian</td>
<td>73.04 ± 0.38%</td>
<td>74.54 ± 0.44% (0.1)</td>
<td>73.04 ± 0.38%</td>
<td>74.54 ± 0.44% (0.1)</td>
</tr>
<tr>
<td>German</td>
<td>78.2 ± 1.11%</td>
<td>78.77 ± 1.07% (0.1)</td>
<td>78.27 ± 0.65%</td>
<td>78.63 ± 0.98% (0.1)</td>
</tr>
<tr>
<td>Heart</td>
<td>78.89 ± 1.9%</td>
<td>80 ± 1.96% (0.3)</td>
<td>78.64 ± 1.54%</td>
<td>80 ± 1.96% (0.3)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>91.08 ± 0.6%</td>
<td>91.55 ± 0.44% (0.4)</td>
<td>90.32 ± 0.29%</td>
<td>91.55 ± 0.44% (0.4)</td>
</tr>
<tr>
<td>Iris</td>
<td>98.22 ± 0.77%</td>
<td>98.44 ± 0.38% (0.4)</td>
<td>98.22 ± 0.38%</td>
<td>98.44 ± 0.38% (0.2)</td>
</tr>
<tr>
<td>Madelon</td>
<td>63.08 ± 1.14%</td>
<td>63.29 ± 0.75% (0.5)</td>
<td>63.09 ± 1.12%</td>
<td>63.29 ± 0.75% (0.5)</td>
</tr>
<tr>
<td>Optdigits</td>
<td>99.09 ± 0.01%</td>
<td>99.24 ± 0.01% (0.2)</td>
<td>99.09 ± 0.01%</td>
<td>99.24 ± 0.01% (0.2)</td>
</tr>
<tr>
<td>Segmentation</td>
<td>92.84 ± 0.2%</td>
<td>93.74 ± 0.2% (0.1)</td>
<td>92.86 ± 0.17%</td>
<td>93.74 ± 0.2% (0.1)</td>
</tr>
<tr>
<td>TAE</td>
<td>51.41 ± 2.2%</td>
<td>53.24 ± 2.55% (0.3)</td>
<td>52.53 ± 3.84%</td>
<td>53.46 ± 2.18% (0.6)</td>
</tr>
</tbody>
</table>

Table 4: Performance on UCI datasets for DRELM and GEELM algorithms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DRELM</th>
<th>DropDRELM</th>
<th>GEELM</th>
<th>DropGEELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>51.38 ± 0.26%</td>
<td>55.99 ± 0.39% (0.1)</td>
<td>55.63 ± 0.2%</td>
<td>56.04 ± 0.38% (0.1)</td>
</tr>
<tr>
<td>Australian</td>
<td>67.97 ± 0.38%</td>
<td>74.54 ± 0.44% (0.1)</td>
<td>73.09 ± 0.44%</td>
<td>74.54 ± 0.36% (0.1)</td>
</tr>
<tr>
<td>German</td>
<td>77.7 ± 1.04%</td>
<td>78.67 ± 1.01% (0.1)</td>
<td>77.77 ± 0.47%</td>
<td>78.5 ± 0.69% (0.1)</td>
</tr>
<tr>
<td>Heart</td>
<td>78.64 ± 0.74%</td>
<td>80 ± 1.96% (0.3)</td>
<td>78.77 ± 1.54%</td>
<td>79.75 ± 1.83% (0.3)</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>91.17 ± 0.29%</td>
<td>91.55 ± 0.44% (0.4)</td>
<td>88.89 ± 0.76%</td>
<td>91.65 ± 0.33% (0.5)</td>
</tr>
<tr>
<td>Iris</td>
<td>98.22 ± 0.77%</td>
<td>98.67 ± 0.01% (0.3)</td>
<td>97.56 ± 0.38%</td>
<td>98.44 ± 0.38% (0.2)</td>
</tr>
<tr>
<td>Madelon</td>
<td>63.08 ± 0.52%</td>
<td>63.53 ± 0.93% (0.1)</td>
<td>63.86 ± 0.8%</td>
<td>64.04 ± 0.84% (0.2)</td>
</tr>
<tr>
<td>Optdigits</td>
<td>99.09 ± 0.01%</td>
<td>99.24 ± 0.01% (0.2)</td>
<td>99.24 ± 0.01%</td>
<td>99.24 ± 0.01% (0.1)</td>
</tr>
<tr>
<td>Segmentation</td>
<td>90.39 ± 0.17%</td>
<td>93.74 ± 0.2% (0.1)</td>
<td>92.68 ± 0.13%</td>
<td>93.74 ± 0.16% (0.1)</td>
</tr>
<tr>
<td>TAE</td>
<td>49.86 ± 3.11%</td>
<td>53.46 ± 2.18% (0.6)</td>
<td>50.8 ± 0.99%</td>
<td>53.24 ± 2.55% (0.3)</td>
</tr>
</tbody>
</table>
Table 5: Training times (in seconds) in Abalone and OptDigits datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Abalone</th>
<th>OptDigits</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELM</td>
<td>0.5011</td>
<td>0.3937</td>
</tr>
<tr>
<td>DropELM</td>
<td>0.507</td>
<td>0.4055</td>
</tr>
<tr>
<td>RELM</td>
<td>0.5</td>
<td>0.4017</td>
</tr>
<tr>
<td>DropRELM</td>
<td>0.5003</td>
<td>0.4097</td>
</tr>
<tr>
<td>MVELM</td>
<td>1.1779</td>
<td>1.0544</td>
</tr>
<tr>
<td>DropMVELM</td>
<td>1.1897</td>
<td>1.0688</td>
</tr>
<tr>
<td>MCVELM</td>
<td>2.1003</td>
<td>2.674</td>
</tr>
<tr>
<td>DropMCVELM</td>
<td>2.1197</td>
<td>2.6917</td>
</tr>
<tr>
<td>DRELM</td>
<td>3.5806</td>
<td>3.5257</td>
</tr>
<tr>
<td>DropDRELM</td>
<td>3.5989</td>
<td>3.5464</td>
</tr>
<tr>
<td>GEELM</td>
<td>3.6832</td>
<td>3.5808</td>
</tr>
<tr>
<td>DropGEELM</td>
<td>3.7085</td>
<td>3.5993</td>
</tr>
</tbody>
</table>

In Table 5, we also report the time required for training each algorithm on the two largest UCI datasets used in our experiments. All the experiments were conducted on a 4-core, i7 4790, 3.6GHz PC with 32GB RAM using a MATLAB implementation. As can be seen in this Table, the exploitation of the proposed regularization term inserts a computational overhead, but the differences in training time are very low. This was expected, since the proposed regularization term exploits the already computed hidden layer outputs used in ELM-based neural network training.

In our second set of experiments, we have applied the ELM algorithms on the facial image datasets. Since there is no widely adopted experimental protocol for these datasets, we also perform the five-fold cross-validation procedure [42], by taking into account the class labels of the samples on each database, as in the UCI datasets. The observed performance is shown in Tables 6-8. Similar to the results obtained for the UCI datasets, the incorporation of the proposed regularization term enhances the performance of all the ELM variants in most datasets.

In addition, we compare the performance obtained by applying the proposed approach on the facial image datasets with some recently published state-of-the-art methods in Tables 9 and 10. As can be seen in these Tables, the proposed approach provides satisfactory performance in all cases.
Table 6: Performance on facial image datasets for ELM and RELM algorithms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ELM</th>
<th>DropELM</th>
<th>RELM</th>
<th>DropRELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BU</td>
<td>57.57 ± 1.08%</td>
<td>62.38 ± 1.43% (0.3)</td>
<td>61.43 ± 1.38%</td>
<td>62.48 ± 1.44% (0.2)</td>
</tr>
<tr>
<td>Jaffe</td>
<td>55.24 ± 0.82%</td>
<td>56.03 ± 1.22% (0.2)</td>
<td>55.71 ± 0.95%</td>
<td>56.19 ± 0.95% (0.1)</td>
</tr>
<tr>
<td>Kanade</td>
<td>65.31 ± 2.04%</td>
<td>66.67 ± 0.62% (0.6)</td>
<td>65.71 ± 1.08%</td>
<td>65.99 ± 0.62% (0.1)</td>
</tr>
<tr>
<td>AR</td>
<td>97.65 ± 0.23%</td>
<td>99.19 ± 0.17% (0.1)</td>
<td>97.65 ± 0.17%</td>
<td>98.91 ± 0.23% (0.1)</td>
</tr>
<tr>
<td>ORL</td>
<td>98.33 ± 0.14%</td>
<td>98.42 ± 0.14% (0.2)</td>
<td>98.33 ± 0.14%</td>
<td>98.42 ± 0.14% (0.1)</td>
</tr>
<tr>
<td>Yale</td>
<td>98.14 ± 0.34%</td>
<td>98.15 ± 0.33% (0.1)</td>
<td>96.82 ± 0.17%</td>
<td>97.31 ± 0.01% (0.1)</td>
</tr>
</tbody>
</table>

Table 7: Performance on facial image datasets for MVELM and MCVELM algorithms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MVELM</th>
<th>DropMVELM</th>
<th>MCVELM</th>
<th>DropMCVELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BU</td>
<td>61.62 ± 1.62%</td>
<td>62.38 ± 1.43% (0.3)</td>
<td>61 ± 0.57%</td>
<td>62.48 ± 1.44% (0.3)</td>
</tr>
<tr>
<td>Jaffe</td>
<td>55.71 ± 0.95%</td>
<td>56.19 ± 0.95% (0.1)</td>
<td>56.83 ± 0.55%</td>
<td>58.89 ± 0.73% (0.1)</td>
</tr>
<tr>
<td>Kanade</td>
<td>65.71 ± 1.08%</td>
<td>66.67 ± 0.62% (0.6)</td>
<td>66.39 ± 1.31%</td>
<td>68.03 ± 2.01% (0.1)</td>
</tr>
<tr>
<td>AR</td>
<td>99.21 ± 0.27%</td>
<td>99.21 ± 0.27% (0.1)</td>
<td>99.24 ± 0.29%</td>
<td>99.33 ± 0.16% (0.1)</td>
</tr>
<tr>
<td>ORL</td>
<td>98.42 ± 0.14%</td>
<td>98.42 ± 0.14% (0.1)</td>
<td>98.75 ± 0.14%</td>
<td>98.83 ± 0.14% (0.1)</td>
</tr>
<tr>
<td>Yale</td>
<td>98.03 ± 0.01%</td>
<td>98.07 ± 0.01% (0.1)</td>
<td>98.03 ± 0.01%</td>
<td>98.08 ± 0.01% (0.1)</td>
</tr>
</tbody>
</table>

Table 8: Performance on facial image datasets for DRELM and GEELM algorithms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DRELM</th>
<th>DropDRELM</th>
<th>GEELM</th>
<th>DropGEELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BU</td>
<td>61.81 ± 1.84%</td>
<td>62.48 ± 1.44% (0.3)</td>
<td>61.81 ± 0.57%</td>
<td>62.57 ± 1.11% (0.3)</td>
</tr>
<tr>
<td>Jaffe</td>
<td>58.89 ± 1.1%</td>
<td>59.21 ± 0.99% (0.4)</td>
<td>58.89 ± 0.82%</td>
<td>59.21 ± 0.48% (0.3)</td>
</tr>
<tr>
<td>Kanade</td>
<td>66.67 ± 0.62%</td>
<td>68.44 ± 1.31% (0.1)</td>
<td>66.67 ± 0.62%</td>
<td>68.98 ± 2.04% (0.2)</td>
</tr>
<tr>
<td>AR</td>
<td>99.21 ± 0.2%</td>
<td>99.33 ± 0.2% (0.2)</td>
<td>99.23 ± 0.28%</td>
<td>99.3 ± 0.29% (0.2)</td>
</tr>
<tr>
<td>ORL</td>
<td>98.5 ± 0.14%</td>
<td>98.83 ± 0.14% (0.1)</td>
<td>98.75 ± 0.25%</td>
<td>98.83 ± 0.14% (0.2)</td>
</tr>
<tr>
<td>Yale</td>
<td>97.74 ± 0.18%</td>
<td>98.07 ± 0.12% (0.1)</td>
<td>98.16 ± 0.17%</td>
<td>98.23 ± 0.15% (0.1)</td>
</tr>
</tbody>
</table>
Table 9: Comparison of our results with some state-of-the-art methods on the BU, Jaffe and Kanade datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>BU</th>
<th>Jaffe</th>
<th>Kanade</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43]</td>
<td>-</td>
<td>56.72%</td>
<td>69.05%</td>
</tr>
<tr>
<td>[44]</td>
<td>66.4%</td>
<td>-</td>
<td>72.9%</td>
</tr>
<tr>
<td>[45] - MMP</td>
<td>-</td>
<td>-</td>
<td>70.3%</td>
</tr>
<tr>
<td>[45] - RP</td>
<td>-</td>
<td>-</td>
<td>75.2%</td>
</tr>
<tr>
<td>[45] - SVM</td>
<td>-</td>
<td>-</td>
<td>73.4%</td>
</tr>
<tr>
<td>[45] - MMRP</td>
<td>-</td>
<td>-</td>
<td>80.1%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>62.57%</td>
<td>59.21%</td>
<td>68.98%</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we proposed an extension of the Extreme Learning Machine algorithm for Single-hidden Layer Feedforward Neural network training that incorporates Dropout and DropConnect regularization in its optimization process. We have shown that Dropout and DropConnect applied to the network hidden layer outputs and the network output weights, respectively, lead to the same type of regularization, which is incorporated in the proposed DropELM algorithm. Experimental results showed that the incorporation of the proposed regularization term in several recently proposed ELM variants leads to enhanced classification performance, without requiring iterative network weights tuning.
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Appendix A.

Here we discuss the importance of the constraint (17) in ELM optimization process. In the proposed method the network output weights $W_{out}$ are calculated by:

$$W_{out} = \left( \Phi \Phi^T + \frac{1}{c}S + \frac{\lambda}{c}R_1 \right)^{-1} \Phi T^T.$$  \hspace{1cm} (A.1)
Table 10: Comparison of our results with some state-of-the-art methods on the AR, ORL and Yale datasets.

<table>
<thead>
<tr>
<th>Method [46]</th>
<th>AR</th>
<th>ORL</th>
<th>Yale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method [47]</td>
<td>-</td>
<td>94.35%</td>
<td>94.76%</td>
</tr>
<tr>
<td>Method [48]</td>
<td>97%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Method [49]</td>
<td>74.67%</td>
<td>83.89%</td>
<td>-</td>
</tr>
<tr>
<td>Method [50] - LRC</td>
<td>-</td>
<td>98.25%</td>
<td>-</td>
</tr>
<tr>
<td>Method [50] - SRC</td>
<td>-</td>
<td>98.37%</td>
<td>-</td>
</tr>
<tr>
<td>Method [50] - WGSRC</td>
<td>-</td>
<td>98.93%</td>
<td>-</td>
</tr>
<tr>
<td>Method [45] - MMP</td>
<td>-</td>
<td>-</td>
<td>91%</td>
</tr>
<tr>
<td>Method [45] - RP</td>
<td>-</td>
<td>-</td>
<td>89.4%</td>
</tr>
<tr>
<td>Method [45] - SVM</td>
<td>-</td>
<td>-</td>
<td>85.6%</td>
</tr>
<tr>
<td>Method [45] - MMRP</td>
<td>-</td>
<td>-</td>
<td>97.2%</td>
</tr>
<tr>
<td>Method [51]</td>
<td>99.5%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Proposed method</td>
<td>99.33%</td>
<td>98.83%</td>
<td>98.23%</td>
</tr>
</tbody>
</table>

Following an approach similar to that of [27, 28], we have:

\[ S = r_1 \Phi L \Phi^T + r_2 I, \]  

(A.2)

where it is assumed that the data representations in the ELM space are employed in order to form the vertices of a graph and \( L \) is the corresponding graph Laplacian matrix. In addition, the regularization term \( R_1 \) can be expressed as follows:

\[ R_1 = (1 - p)^2 \Phi \Phi^T + (1 - p)^2 D, \]  

(A.3)

where \( D = (\Phi \Phi^T) \circ I \). By substituting (A.2) and (A.3) in (A.1), we have:

\[
W_{out} = \left( \Phi \Phi^T + \frac{r_1}{c} \Phi L \Phi^T + \frac{r_2}{c} I + \frac{\lambda(1-p)^2}{c} \Phi \Phi^T + \frac{\lambda(1-p)^2}{c} D \right)^{-1} \Phi T^T \\
= \left[ \Phi \left( \frac{c + \lambda(1-p)^2}{c} I + \frac{r_1}{c} L \right) \Phi^T + \frac{1}{c} \left( r_2 I + \lambda(1-p)^2 D \right) \right]^{-1} \Phi T^T \\
= A^{-1} \Phi T^T.  
\]  

(A.4)

By observing the first term of \( A = Q + \frac{1}{c} E \), we can see that the incorporation of the constraint (17) in the ELM optimization process equally contributes to the
diagonal of the matrix $Q = \left( \frac{c+\lambda(1-p)}{c}I + \frac{r_2}{c}L \right)$. Thus, we would expect it to have minimal importance in the optimization process (since it is just a constant multiplication factor). On the other hand, the elements of diagonal matrix $E$ have values equal to:

$$[E]_{ii} = r_2 + \lambda(1-p)^2 \sum_{j=1}^{N} \phi_j^2, \quad i = 1, \ldots, L. \quad (A.5)$$

That is, the incorporation of the constraint (17) in the ELM optimization process has the effect of changing the regularization term of (A.4), according to the importance of each ELM space dimension. This fact leads to better regularization of the matrix $A$ and is expected to lead to better solutions.

As an example, let us consider the case where some (of the randomly chosen) network hidden layer weights are not appropriately chosen. For instance, in the case where the RBF activation function is used this situation may occur when some of the weights are far from all the training samples, leading to similar hidden layer neuron outputs (close to zero) for all the training samples. In the case where a sigmoid function is used, a similar result may occur for hidden layer weights close to zero. Clearly, the dimensions of the ELM space corresponding to such hidden layer weights do not contain much discriminative power, since the responses for all the training data are very similar. On the other hand, appropriately chosen weights, will lead to all sorts of response values for the training data. For example, in the case where the RBF activation function is used, the response values for training data similar to the weights will be large, the response values for training data at a distance from the weights will be moderate, while the response values for the remaining data will be close to zero. Thus, the ELM space dimensions corresponding to such weights will contain high discriminative power. The adoption of the regularization term in (A.5) will result to a lower regularization factor for the ELM space dimensions of the first category, when compared to ELM space dimensions corresponding to the latter one.
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