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Abstract: The interest of the scientific community for anthropocentric (human-centered) video analysis stems from the fact that the extracted information (e.g. human presence, identity, body posture, emotional status, body parts movements, activities) can be utilised in various important applications. One such application domain is film and games postproduction, where the anthropocentric video analysis results can be used in various tasks, such as audiovisual material indexing and retrieval or automatic semantic annotation. In this paper, we shall review recent research results in a number of diverse areas, such as face/person detection, human activity recognition and face/facial expression recognition, either from a single or multiview visual (image/video) sources.
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INTRODUCTION

During the last two decades, we have witnessed an increasing research interest towards the so-called anthropocentric (human-centered) video analysis, namely, algorithms that aim to extract, describe and organize information regarding the basic element of most videos: humans. This diverse group of algorithms processes videos from various sources and extracts a wealth of useful information related to the state (presence, identity, body posture, emotional status, etc.) and state transitions (body parts movements, human activities, etc.) of individuals, to interactions or communication modes between two or more humans (dialogues, social signals, etc.) and to the physical characteristics of humans, such as 3D body models.

Since the anthropocentric video analysis covers so many diverse topics [1], we focus in this survey only to recent research results in four different areas, notably human detection (single view and multiview), human activity recognition and a subspace approach to face and facial expression recognition.

HUMAN DETECTION AND POSE ESTIMATION

The human detection task has been approached using two basic methods and their combination. The first basic method is template matching using artificially generated human body silhouettes [2,3] and the second one uses the Histogram of Oriented Gradients (HOG) features [4] as input to an SVM classifier. Their combination uses template matching to find a silhouette (that could correspond to a person) and then extracts the HOG features at relevant points that are distributed along the silhouette instead of using the HOG features of the entire region of interest.

The template matching approach [2,3] employs a shape similarity measure (a variation of the Modified Hausdorff Distance) to assess how closely a shape template (in this case a human silhouette) matches the edges of the input image. In order to speed up the matching process, a binary search tree data structure (shape tree) is used, since the exhaustively matching to every template would be too slow. This data structure stores every template in its leaf nodes. First, we obtain an image (video frame) edge map, in order to detect human silhouettes therein. Then, we try to detect humans in various consecutively chosen image windows. When an input window of the images edges is to be tested, the edges of the window are used at the shape tree root and every subsequent internal node to determine towards which sub-tree the search will continue. When a shape tree leaf node is reached, this node’s template is considered as a candidate for a possible human silhouette match. The search can, at user’s discretion, backtrack and reverse a
decision along the path from the tree root to the leaf node, so that it can reach a different leaf node and, therefore, find another matching human silhouette candidate. This can be repeated several times (specified by the user), so that a list of matching human silhouette candidates is formed that contains only a small fraction of all available silhouette templates. This list is then exhaustively matched with the edges of the input window. If the similarity measure of a human silhouette candidate is sufficiently high, a positive human detection decision is taken. The human silhouette search is handled by first properly scaling the image (video frame), so that the height of the persons in the scaled image is comparable to the height of the silhouette templates. The search scans the edge image of the scaled input image and inputs the edges of the search window into the shape tree. After the search process is finished, candidate silhouettes that are close to each other (in position) are merged to the one having the highest similarity score. Example results are shown in Figure 1. As a side-result, the shape tree human detection method provides also human body posture estimation.
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*Figure 1: Detected human bodies.*

The HOG human detector [4] builds a pyramid of images from the input image (video frame) at various scales. At each scale, the HOG features are computed by splitting the image into 8x8 non-overlapping cells. Inside each cell, the image gradient of each pixel (obtained from a Sobel mask) is added to one of nine possible orientation bins. Each scaled image is scanned using a sliding window approach. At each position of the search window, every 2x2 block of cells (these blocks can have overlapping cells) is concatenated into a feature vector. This feature vector is then classified by an appropriately trained SVM, as either representing the HOG of a human body or not. At the end of the search, results with significant location overlap are merged together.

The combination of the above two methods [5] has been applied to the task of detecting human heads, as a first step to a top-down body pose estimation system. Instead of full body silhouettes, artificially generated head and shoulders silhouettes are stored inside a shape tree. During the training process, the head shape tree is used to find the best template that matches the subject’s head in the training image. The corresponding 2x2 HOG blocks at locations that coincide with the matched template are concatenated into a feature vector. In a similar way, negative examples are gathered by applying the same process to input images (video frames) that are known to contain no human heads. The gathered data are used to train an SVM classifier. During testing, we first use the tree to find a silhouette match, then concatenate the relevant HOG blocks into a feature vector, which is then used as input to the trained SVM. If the SVM verifies the presence of a human head, a positive detection decision is taken. Closely located detection results are merged to the head shape candidate with the highest similarity score.
MULTI-VIEW OBJECT, HUMAN BODY AND BODY PART DETECTION

Single view person detection tends to produce several false positive body detections. Therefore, if we have multi-view video data (as is the case in many film/game productions), it is advisable to use all views for person detection. In this section, we shall present a new method for multi-view human body (or body part, or general object) detection. The basic idea is to use a single view object detector in every view of a scene captured by multiple cameras and then combining the results using the 3D information of the scene/cameras. The method can improve the results of the single view object detector, while also localizing the object/human in the 3D space. This results in a robust way for rejecting the false detections, amending the missed detections and associating the results of the single view detector across views.

The successful object (or human body/body part) detection in videos has many applications that include tracking, object/human recognition, activity recognition, surveillance and robot vision. Numerous object or human body (or body part) detectors that operate on a single image or single view video have been developed in the past few years, having a fair success rate, as described in the previous section [2-5]. However, the human or object detection in a convergent multiple camera environment has scarcely been touched upon, although such algorithms could find important applications in stereoscopic cinema or TV production and postproduction, e.g. by providing useful information for person matting initialization or camera calibration (by excluding moving humans from the procedure). Obviously, the existence of multi-view information is expected to lead to improved detection results. However, most existing methods do not rely only on this information, in order to achieve a 3D object detection by matching detections across views. In [6], the authors make use of color histograms to associate data across different views. Human body part representations, such as upper and lower arm representations by line segments are used in [7] for matching such structures across views. In [8], the 3D human body detection is trivial, since the scene captured is a football field providing easy background extraction and a ground plane that limits the 3D search space. Calibration information is used in [9] to match the object detections across views, though the utilized ray intersection technique requires a very accurate single view detector.

We recently proposed a novel multi-view detection method [10] that utilizes a single view detector to locate objects/humans in each one of the multiple views of the same scene, obtained through calibrated cameras. The proposed method uses this information, along with the calibration information, in order to locate the object in the 3D space and also improve the detection results in each view, by eliminating false positive and false negative detections and associating detected objects, bodies or body parts (e.g. faces) across views. The basic idea behind the proposed method is the following. Let us assume that we have an object in a scene and a number of images of this scene, some of which depict the object in question. We assume that the images have been obtained by a set of convergent calibrated synchronized cameras. Then, for every image, there exists a projective mapping that relates the 3D coordinates of the object to the 2D coordinates of the object projection on each image plane. These mappings provide a unique way to fuse the 2D object location information in every image derived by the application of a certain 2D object detector. Thus, the effects of occlusion are minimized, 3D estimates of the object location are provided and the accuracy and robustness of the 2D and 3D object location estimation are improved. At least two or more cameras, calibrated with respect to a common coordinate system should be available. Special cases of objects can be human bodies or body parts (e.g. human face, head). The procedure followed by the proposed multi-view object and human body part detector can be summarized in the following steps:

2D object detection: Having a set of images depicting a scene from different views, we use a single view detector to locate objects, human bodies or body parts, resulting in correct or false detections.
Voting and 3D object detection: By back-projecting each detected object (human body or body part) view to the 3D space utilizing camera calibration information, we find the 3D regions, where the created projection volumes intersect each other. Using a voting approach, we find which of these regions collect enough votes and correspond to the scene entities (objects). Thus, each selected 3D region corresponds to a single entity. A set of detected instances of this entity on each view is also associated with the 3D region. This step allows us to reject false detections in the various views.

2D object view associations: In this step, information from the voting step is used to associate 2D object detections across views, so that all associated detections correspond to the same 3D entity and also to detect the entity projection in views that the single view 2D object detector failed to do so.

This method was used to implement a multi-view human head detector [10]. This detector utilizes a variation of the face detector proposed in [11], trained to detect both frontal and profile faces. The frontal/profile detector in [11] was improved in two ways. First the detector was applied in rotated versions of the input image in order to detect rotated faces (e.g. tilted heads) resulting in more true positive (but also some false positive) face detections. Then, a skin color detector was used in order to reject the false positive detections, as was done already in [12]. In more detail, the pixel color in the facial bounding boxes (BB) returned by the frontal/profile face detector [11] were checked against a range of skin-like colors. BBs that contained a small percentage of skin-like colored pixels were rejected. Finally, the multi-view detector was used to reject the false detections, amend the missed detections and associate the results of the single view detector across views. Results of the multi-view head detector are presented in Figure 2, where red denotes false (subsequently rejected) detections, blue denotes missed (subsequently rectified) detections, green denotes correct detections and numbers denote the associated face detections corresponding to the same detected 3D heads.

Figure 2: Multiview head detection in two different views.

HUMAN ACTIVITY RECOGNITION

Human activity recognition is an important task in the semantic video analysis that, typically, follows human body detection and body pose estimation. Our approach [13-15] in movement recognition exploits the binary masks resulting either from a background subtraction, or a chroma keying technique, or from human body posture estimation, as described in the first section of this paper. Such masks depict the human body in white against black background and describe the human activity by a sequence of human body postures, as shown in Figure 3. Depending of the number of available views used for recognition, two methods have been devised, which are presented subsequently.
**Single–view human activity recognition:** In the case of single-view movement recognition, binary body masks are extracted from every video frame. Every such mask is centered at the body mass center and rescaled in order to produce binary posture frames of the same size [13]. These are vectorized to produce posture vectors.

In the training phase, posture vectors of the training sequences are clustered to a fixed number of classes using a fuzzy C-means (FCM) algorithm [16]. The resulting cluster centers correspond to the so-called *dyneme* vectors, used in subsequent stages. Each dyneme can be thought of as the average of similarly looking body postures. Since no labelling information is used, the resulting dynemes can represent movement postures appearing in more than one movements. Eight single-view dynemes are presented in Figure 4. After the computation of the dyneme vectors, every posture vector is expressed through its membership vector, which denotes the relationship between a body posture binary mask and the various dynemes.

In order to discriminate movement classes, labelling information available in the training phase is exploited. A linear discriminant analysis (LDA) algorithm is used to project movement vectors in a discriminant subspace. Movement vectors of the various image sequences are projected with LDA and the average of projected movement vectors of all sequences depicting the same movement (e.g. all walking sequences) is computed to represent this movement class.

**Multi-view human activity recognition:** In the case of multi-view movement recognition, the procedure described above is applied to multi-view videos depicting a person performing a movement from different view-angles [14,15].

In the training phase, single-view binary posture frames are manually ordered, vectorized and concatenated to produce multi-view dynemes with a consistent viewing order, i.e. by placing the frontal view first followed by the other ones in a clockwise manner.

In the recognition phase, the camera correspondence problem, i.e. ordering the cameras according to their location around the person in a consistent manner to the training procedure, is solved with one of the following ways: a) *Correlation based procedure*. Every circular shifted combination of the input posture vectors is compared with every multi-view dyneme found during the training phase. The circular shifted version of
the input posture vectors with the minimum Euclidean distance from a dyneme defines the correct camera ordering. b) Fourier representation. By exploiting the circular shift invariance of the Fourier transform representation, posture vectors are represented by their Discrete Fourier Transform. This results to view-independent movement representation.

Ordered single-view posture frames create multi-view posture frames which are then vectorized. The membership vectors are calculated and projected to the discriminant subspace. Finally, the minimum Euclidean or Mahalanobis distance between the projected vector and movement vectors is used to recognize the movement.

FACE/FACIAL EXPRESSION RECOGNITION USING DISCRIMINANT NMF

One of the promising approaches to face recognition and facial expression recognition is to formulate them into a single framework using an appropriate subspace technique, such as the Discriminant Non-negative Matrix Factorization (DNMF) algorithm [17,18], coupled with a modified variant of the Support Vector Machine (SVM) classifier. DNMF is a matrix decomposition algorithm that extends the Non-negative Matrix Factorization (NMF) algorithm. NMF is an unsupervised algorithm that allows only additive combinations of non-negative components. DNMF [17,18] was the result of an attempt to introduce discriminant information to the NMF decomposition in a supervised manner. The NMF and DNMF algorithms are briefly presented below.

Let an image scanned row-wise so as to form a vector \( \mathbf{x} = [x_1 \ldots x_F]^T \). The basic idea behind NMF is to approximate an image \( \mathbf{x} \) (with as small approximation error as possible) by a linear combination of a set of basis images in \( \mathbf{Z} \), whose coefficients are the elements of \( \mathbf{h} \), such that \( \mathbf{x} \approx \mathbf{Z} \mathbf{h} \). In order to train the NMF, the matrix \( \mathbf{X} \) is constructed, where \( \mathbf{X}_{ij} \) is the i-th element of the j-th image vector. In other words, the j-th column of \( \mathbf{X} \) is the facial image \( \mathbf{x}_j \). NMF aims at finding two matrices \( \mathbf{Z} \) and \( \mathbf{H} \) such that:

\[
\mathbf{X} \approx \mathbf{Z} \mathbf{H}.
\]

(1)

Obviously, the application of NMF requires the evaluation of the basis images in \( \mathbf{Z} \). This is done at a training phase that requires a set of training images \( \mathbf{x}_1 \ldots \mathbf{x}_n \), where \( n \) is the training set size. After the NMF decomposition, the facial image \( \mathbf{x}_i \) can be written as \( \mathbf{x}_i \approx \mathbf{Z} \mathbf{h}_i \), where \( \mathbf{h}_i \) is the j-th column of \( \mathbf{H} \). Thus, the columns of the matrix \( \mathbf{Z} \) can be considered as the basis images and the vector \( \mathbf{h}_i \) as the weight vector that corresponds to image \( \mathbf{x}_i \). The vector \( \mathbf{h}_i \) can be also considered as the projection of \( \mathbf{x}_i \) to a lower dimensional space. The cost for the decomposition (1) can be defined as the sum of all KL divergences for all images in the database:

\[
D(\mathbf{X} \parallel \mathbf{Z} \mathbf{H}) = \sum_j \text{KL}(\mathbf{x}_j \parallel \mathbf{Z} \mathbf{h}_j)
\]

(2)

To formulate the DNMF method, discriminant constraints have been incorporated in the NMF decomposition, inspired by the minimization of Fisher’s criterion [15]. The matrix \( \mathbf{S}_w \) defines the scatter of the sample vector coefficients around their class mean. The dispersion of samples that belong to the same class around their corresponding mean should be as small as possible. A convenient measure for the dispersion of the samples is the trace of \( \mathbf{S}_w \). The matrix \( \mathbf{S}_b \) denotes the between-class scatter matrix and defines the scatter of the mean vectors of all classes around the global mean. Each class must be as far as possible from the other classes. Therefore, the trace of \( \mathbf{S}_b \) should be as large as possible. Thus, the DNMF cost function is given by:

\[
D_d(\mathbf{X} \parallel \mathbf{Z} \mathbf{H}) = D(\mathbf{X} \parallel \mathbf{Z} \mathbf{H}) + \gamma \text{tr}[\mathbf{S}_w] - \delta \text{tr}[\mathbf{S}_b]
\]

(3)
where $\gamma$ and $\delta$ are non-negative constants. The update rules that guarantee a non-increasing behavior of (3) for the weights and the base images, under the non negative constraints, can be found in [17].

In order to form the training and test sets for the proposed framework, face detection and tracking were applied on the video frames containing faces. The resulting Regions Of Interest (ROIs) were anisotropically scaled, so as to have fixed size of $30 \times 40$ pixels and were converted to grayscale facial images. Each such fixed size facial image was scanned row-wise, so as to form a feature vector $\mathbf{x} = [f_1 \ldots f_{1200}]^T$ ($f_i$ being the luminance of the $i$-th pixel), which was used to compose the training and test sets for face and facial expression recognition, respectively. Different training image sets have been used for each of these two tasks. For each task, the resulting training set is fed to DNMF algorithm. During training, the basis images $\mathbf{Z}$ are calculated by the application of DNMF on the training face images. During testing, a facial image under examination is firstly projected to the derived lower dimensional feature space $\mathbf{g} = \mathbf{Z}^T \mathbf{x}$ and is later inserted into the SVM system that performs classification into one of the predefined, during training, face or facial expression classes.

Extensive experimentation has been performed for face recognition on the XM2VTS database [17] and for facial expression recognition on the Cohn-Kanade database [18]. The results demonstrate that the proposed framework achieves high recognition accuracy rates for both problems.

**CONCLUSIONS AND FUTURE WORK**

We have presented a framework for anthropocentric digital video analysis that is particularly suited, among others, to film and games postproduction, indexing and retrieval as well as to the semantic labelling of audiovisual material. The presented framework is far from complete, since it does not cover all relevant topics, e.g. facial feature (eye/mouth) recognition, visible speech detection, facial video summarization, uncalibrated 3D face/head/body reconstruction, to name a few. The interested reader can find some related literature in [1]. The entire field has many different and very interesting research topics that may be trivial for humans but very difficult for machines, e.g. the study of human interactions and behaviour.
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