Face Clustering in videos based on Spectral Clustering Techniques
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Abstract—In this paper we propose a novel algorithm for face clustering using spectral graph clustering in order to split and merge a similarity graph. The proposed method makes use of the mutual information-based image similarity. Face clusters are formed based on spectral graph clustering in a two step process. We begin by partitioning the dataset into clusters. A novel adaptive way is proposed for spectral clustering. Then merge is performed using spectral graph clustering on the partitioned clusters, by considering merging only two clusters at a time. Experiments on various video databases containing actors’ facial images are conducted. The evaluation of the face clustering provided very good results.

I. INTRODUCTION

The aim of face clustering is to partition a large set of facial images into clusters, such that facial images of the same person (to be called actor) are placed in the same cluster, while facial images of different actors are placed into different ones. Face clustering is an important application on extracting semantic information in videos and can be used in a wide variety of video analysis applications, such as video indexing [1], automatic cast listing in movies [2] and preprocessing for face recognition [3].

So far, some interesting algorithms have been proposed for face clustering, but most of them make use of calibrated images, like the one presented in [4]. In [5] the authors developed a distance metric for face clustering algorithms, which is invariant to affine transformations. In [6], a method for face clustering was proposed using the results of a face detector/tracker and, at the same time, some heuristics based on the actors’ appearance. Another approach was followed in [3], focusing on automatic detection and clustering of human faces, based on principal component analysis (PCA).

Spectral graph clustering [7], refers to a class of graph techniques, which rely on the eigenanalysis of the adjacency matrix or the Laplasian matrix of a similarity graph, in order to partition graph nodes (facial images in our case) in disjoint clusters, with nodes belonging to the same cluster having high similarity and nodes from different clusters having low similarity. Spectral graph clustering has been widely used in many image clustering applications [8].

Our approach uses the normalised cut criterion [9], in order to partition a set of facial images into clusters. The initial dataset is divided recursively into subsets (clusters), until a given cluster homogeneity, which is defined according to a suitably chosen similarity threshold, is attained. Furthermore, the method examines if merging some of the produced clusters is beneficial, by using spectral graph clustering on already formed clusters.

The rest of this paper is organised as follows. Section 2 presents the proposed clustering algorithm in detail and also an adaptive threshold choice is exploited. In Section 3, experimental results of the face clustering algorithm are described. Finally, in Section 4, conclusions are drawn and future work is discussed.

II. SPLIT-MERGE FACIAL IMAGE CLUSTERING

Mutual information between two probability distributions, namely $X$ and $Y$, can be defined as the information shared between these distributions:

$$I(X; Y) = H(X) + H(Y) - H(X,Y),$$

where $H(X)$, $H(Y)$ are the entropy of $X$ and $Y$ respectively, and $H(X,Y)$ is the joint entropy:

$$H(X) = - \sum p(x) \log p(x),$$

$$H(X,Y) = - \sum p(x, y) \log p(x, y),$$

where $p(x)$ is the marginal probability of $X$ and $p(x, y)$ is the joint probability of $X$ and $Y$.

Mutual information, measures how much information can be obtained about one random variable by observing another. In this paper, normalised mutual information (NMI) [10] is used as a measure of image similarity:

$$NMI(X; Y) = \frac{H(X) + H(Y)}{H(X,Y)}. \quad (4)$$

A similarity $N \times N$ matrix is created from $N$ input facial images forming the facial image set $V$, in the same way as in [6], using (4).

Considering the facial images as nodes in an undirected weighted graph, we use the normalised cut criterion [9], in order to partition the facial images into clusters. The weight $W_{i,j}$ on each graph edge connecting any two nodes $i$ and $j$
is defined to be their NMI value. The normalised cut criterion measures both the total dissimilarity among different image subsets, as well as the total similarity within the same subsets.

This criterion can be calculated by solving the generalised eigenvalue problem [9]. Let $G(V, E)$ be the above mentioned undirected weighted graph, whose nodes are partitioned into subsets $A \subseteq V$, $B = V - A$, by removing the edges connecting the nodes in $A$ with the ones in $B$. Then, the total weight of the edges that have been removed gives the dissimilarity between the two sets (i.e. the cut):

$$\text{cut}(A, B) = \sum_{i \in A, j \in B} W_{i,j}. \quad (5)$$

The above criterion, though, is prone to cutting out small groups of isolated nodes. In this paper we have used the normalised cut criterion instead, defined as:

$$N\text{cut}(A, B) = \frac{\text{cut}(A, B)}{\text{assoc}(A, V)} + \frac{\text{cut}(A, B)}{\text{assoc}(B, V)}, \quad (6)$$

where $\text{assoc}(A, V)$ is the total weight between edges in $A$ component and all nodes in the graph:

$$\text{assoc}(A, V) = \sum_{i \in A, v \in V} W_{i,v}. \quad (7)$$

$\text{assoc}(B, V)$ is computed similarly. In order to minimise the normalised cut, we solve the generalised eigenvalue problem [11]. Let $D$ be a diagonal $N \times N$ matrix having the sum $d_{ii} = \sum_j W_{i,j}$ on its main diagonal. Then, the generalised eigenvalue problem is defined as:

$$(D - W)v = \lambda Dv. \quad (8)$$

This generalised eigenvalue problem, has a trivial solution for $v = 1$ and $\lambda = 0$. We generally omit this solution and we take the second smallest eigenvalue, also known as algebraic graph connectivity [12]. It can be proven that the entries $v(i)$, $i = 1, ..., N$ of the eigenvector $V$ associated with the second eigenvalue [11], define a function, whose domain is the nodes of the graph $G(V, E)$ and is related to the similarity structure, as defined by matrix $W$. Thus, the eigenvector with the second smallest eigenvalue is used to split the set $V$ of facial images in two clusters $A, B$. More specifically, images that have eigenvalues above the mean value of the eigenvector are placed together in a cluster, while images that have equal or lower eigenvalues are placed in another cluster. The criterion that is used in the proposed method, in order to decide if further partition in the dataset is needed, is the median value of the similarity matrix $W_A$, $W_B$ of each subset $A, B$. $W_A$, $W_B$ are formed from $W$, by deleting the rows and columns corresponding to the nodes not in the subset $A, B$, respectively, provided by the normalised cut algorithm. Moreover, we calculate the median value of a matrix as follows. We first compute the median value of each row $m_i$, corresponding to the NMI value of an image to all others, and then compute the median of all $m_i$'s:

$$\text{med}\{\text{med}(W_i) \mid i = 1, ..., N\}, \quad (9)$$

where $W_i$ is the $i$-th column of matrix $W_A$ or $W_B$. If the median of $W_A$ is lower than a threshold $T$, then further partition is needed, since the subset $A$ is inhomogeneous. Same happens for subset $B$. The threshold is adapted in every recursion of the algorithm as will be described later on. Threshold $T$ may vary in the various split iteration.

Summarising, the proposed split algorithm for partitioning a set of facial images in homogeneous clusters consists of the following steps:

1) Given a set of facial images, compute $W$ and $D$ matrices as described earlier.
2) Solve the generalised eigenvalue problem: $(D - W)v = \lambda Dv$.
3) Use the eigenvector with the second smallest eigenvalue in order to split the set of images into two subsets.
4) Decide if the current subsets need to be repartitioned, by checking whether the median value of the produced similarity submatrices is lower the current threshold $T_i$.
5) Adapt the threshold $T_i$ to $T_{i+1}$.
6) Go to step 1 with $W = W_A$, $D = D_A$ and $W = W_B$, $D = D_B$.

The aim of this algorithm is to partition the facial image set in such way, so that all images of the same person are placed together in the same cluster, while others are placed in different clusters.

In our experiments, better clustering results were achieved when the threshold was reduced exponentially in every split recursion. In Figure 1, an example of how we partition a set of images is presented. The number inside each box represents the number of facial images in each recursion step of the split algorithm, while the numbers next to edges represent the threshold used in order to decide if further partition is required. The threshold is reduced exponentially at each recursion step:

$$T_i = T_{i-1} e^{-\lambda}, \quad (10)$$

where $i$ is the level of the tree and $\lambda$ is a small positive number. The basic intuition behind the threshold adaptation is that, as cluster cardinality gets smaller after each bipartition, it is reasonable to expect that the similarity between facial images in the same subset should increase. Thus, in order to end the partition before the algorithm splits the set into many unnecessary facial image clusters, we reduce the threshold.

Our experiments showed that, often, facial images that belong to different persons mix together, in the same cluster. In order to avoid that, we can overpartition the initial set into more clusters than persons, by suitably choosing the threshold value $T_i$ in the previous algorithm. Although, this approach may result in oversplitting the facial image set, that belongs to the same person into more than one clusters, it is more likely that each cluster will consist of facial images from solely one
Once the set is partitioned using the aforementioned method, an algorithm that merges the resulting clusters can be applied, aiming to merge clusters that, although consist of facial images of the same person, have been placed into separated clusters in the cluster split step. In order to merge the facial image clusters, we use spectral graph clustering, as we did previously for partitioning the set of facial images. More specifically, we decide if each facial image cluster should be merged into any other cluster, by computing the $W$ and $D$ matrices formed for each pair of facial image clusters and then solve the generalised eigenvalue problem using the similarity data of only the facial images belonging to those two clusters.

Suppose that we have two clusters $A$ and $B$ containing facial images. If, after the spectral analysis, the new cluster $A'$ and/or $B'$ contains facial images from both $A$ and $B$ clusters, then we merge the initial clusters. If both clusters $A'$, $B'$ continue to have the same facial images as $A$, $B$ respectively, another criterion is applied to decide if they should be merged or not. The criterion is based on eigenvector entries $v(i), i = 1, \ldots, N$. As we already know, we can assign to each graph node the corresponding entry $v(i)$ of the eigenvector $v$.

To decide whether the facial image clusters should be merged, the square difference of the two means should be less than a threshold $T$:

$$\alpha = \frac{1}{|A| + |B|} \left( \frac{1}{|A|} \sum_{i \in A} v(i) - \frac{1}{|B|} \sum_{j \in B} v(j) \right)^2 < T. \quad (12)$$

As it can easily be seen, sometimes, a facial image cluster can be merged with more than one other clusters. In that case, we arbitrarily choose to merge cluster $i$ with the cluster that have the smallest $j$ value.

In other words, if facial images in two different clusters are well separated, then no merge is needed. On the other hand, if images are not well separated or change clusters, then merge is required. We can now summarise the steps of the merging process:

1) Given a partitioned set of facial images into clusters, compute $W$ and $D$ matrices for each pair of clusters.
2) Solve the generalised eigenvalue problem: $(D - W)v = \lambda Dv$.
3) Decide if two subsets need to be merged together, by computing $\alpha$ from (12).
4) Merge the clusters if after the spectral analysis, the new clusters $A'$ and/or $B'$ contain facial images from both the initial $A$ and $B$ clusters, or in the opposite case, if the value of $\alpha$ is lower than a given threshold $T$.

The purpose of merging is to place together images of the same person, that may have been separated during cluster split.

III. Experiments

In order to test the performance of the proposed facial image clustering, we have conducted experiments using the “Hollywood Human Actions dataset” database [13], consisting of 32 movie clips. From the total of 32 movie clips we used only 20 of them in our experiments. The movie clips that have been excluded are a) 4 grayscale movies, as the NMI calculation is performed on colour facial images [6], and b) 8 more movie clips, where either the face detection algorithm returned only a few facial images, or the images that were returned belonged to one actor. Faces were detected in every movie clip video frame [6]. The number of facial images that the detection algorithm has provided us ranges between 52 and 243 images per movie clip, typically over 100 images per movie clip. In all experiments the images were scaled, in order to have the same size, considering all the detected facial images of the movie clip and using a mean bounding box as in [6]. The different actors that have been tracked in each movie clip range between 2 and 10 distinct individuals. False face detections have been manually excluded.

The metric used to evaluate the success of a clustering algorithm is the $F$-measure based on a combination of precision and recall measures [14]. Precision, in face clustering, is calculated as the ratio of correct instances to the total number of instances that actually belong to the cluster, while recall is calculated as the ratio of the correct instances to the total number of instances that the algorithm returned to belong in the cluster. Let $S$ represent a set and $C = C_1, \ldots, C_n$ be a
TABLE I
FACE CLUSTERING RESULTS FOR [13]

<table>
<thead>
<tr>
<th>Movie</th>
<th>( \lambda )</th>
<th>( T )</th>
<th>Clusters (Split)</th>
<th>Clusters (Merge)</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bringing out the dead (3)</td>
<td>0.0095</td>
<td>0.7</td>
<td>6</td>
<td>3</td>
<td>87.31 %</td>
</tr>
<tr>
<td>Dead poets society (7)</td>
<td>0.0045</td>
<td>0.3</td>
<td>10</td>
<td>8</td>
<td>98.25 %</td>
</tr>
<tr>
<td>Gandhi (4)</td>
<td>0.0085</td>
<td>0.7</td>
<td>5</td>
<td>3</td>
<td>97.62 %</td>
</tr>
<tr>
<td>Kids (5)</td>
<td>0.0045</td>
<td>0.6</td>
<td>8</td>
<td>4</td>
<td>90.56 %</td>
</tr>
<tr>
<td>Lost highway (10)</td>
<td>0.003</td>
<td>0.7</td>
<td>15</td>
<td>8</td>
<td>92.70 %</td>
</tr>
<tr>
<td>Mission to Mars (4)</td>
<td>0.007</td>
<td>0.7</td>
<td>8</td>
<td>4</td>
<td>97.00 %</td>
</tr>
<tr>
<td>The pianist (5)</td>
<td>0.0096</td>
<td>0.3</td>
<td>7</td>
<td>6</td>
<td>97.20 %</td>
</tr>
<tr>
<td>Pulp fiction (2)</td>
<td>0.02</td>
<td>0.3</td>
<td>3</td>
<td>2</td>
<td>98.52 %</td>
</tr>
<tr>
<td>I am Sam (3)</td>
<td>0.01</td>
<td>0.7</td>
<td>4</td>
<td>2</td>
<td>93.69 %</td>
</tr>
<tr>
<td>Erin Brockovich (4)</td>
<td>0.006</td>
<td>0.53</td>
<td>6</td>
<td>4</td>
<td>100 %</td>
</tr>
<tr>
<td>Lord of the rings (4)</td>
<td>0.0075</td>
<td>0.7</td>
<td>6</td>
<td>3</td>
<td>96.00 %</td>
</tr>
<tr>
<td>Butterfly effect (6)</td>
<td>0.007</td>
<td>0.3</td>
<td>6</td>
<td>5</td>
<td>89.23 %</td>
</tr>
<tr>
<td>As good as it gets (3)</td>
<td>0.009</td>
<td>0.3</td>
<td>6</td>
<td>4</td>
<td>92.23 %</td>
</tr>
<tr>
<td>Big fish (9)</td>
<td>0.005</td>
<td>0.53</td>
<td>14</td>
<td>8</td>
<td>76.94 %</td>
</tr>
<tr>
<td>Forest Gump (6)</td>
<td>0.006</td>
<td>0.3</td>
<td>8</td>
<td>5</td>
<td>98.63 %</td>
</tr>
<tr>
<td>The Godfather (3)</td>
<td>0.015</td>
<td>0.3</td>
<td>3</td>
<td>3</td>
<td>100 %</td>
</tr>
<tr>
<td>American beauty (6)</td>
<td>0.0075</td>
<td>0.3</td>
<td>5</td>
<td>5</td>
<td>93.52 %</td>
</tr>
<tr>
<td>Crying game (3)</td>
<td>0.0095</td>
<td>0.7</td>
<td>5</td>
<td>3</td>
<td>88.83 %</td>
</tr>
<tr>
<td>Graduate (2)</td>
<td>0.008</td>
<td>0.7</td>
<td>4</td>
<td>2</td>
<td>98.21 %</td>
</tr>
<tr>
<td>Indiana Jones and the last crusade (3)</td>
<td>0.0085</td>
<td>0.394</td>
<td>5</td>
<td>3</td>
<td>90.21 %</td>
</tr>
</tbody>
</table>

clustering of \( S \) with \( C_i \cap C_j = \emptyset \) for \( i \neq j \) and \( i, j \in [1, ..., n] \). Moreover, let \( C^* = C_1^*, ..., C_m^* \) be a representation of human reference clustering of \( S \) (i.e. the ground truth). Ground truth was constructed by human observation, as a compulsory way to evaluate the robustness of the algorithm. Then, precision of a cluster \( j \) with respect to cluster \( i \) can be defined as:

\[
prec(i, j) = \frac{|C_j \cap C_i^*|}{|C_j|},
\]

(13)

while the recall of a cluster \( j \) with respect to cluster \( i \) is defined as:

\[
rec(i, j) = \frac{|C_j \cap C_i^*|}{|C_i^*|}.
\]

(14)

A high precision value means that most of the cluster images were correctly clustered, but we may have not found all the images that belong to that cluster (which would imply low recall value). High recall value means that we have not missed many images that belong to a cluster, but we may have a lot of facial images that do not belong to this cluster (which implies low precision value). Finally, the \( F \)-measure is defined as:

\[
F(i, j) = 2 \times \frac{prec(i, j) \times rec(i, j)}{prec(i, j) + rec(i, j)},
\]

(15)

while the overall \( F \)-measure is given by:

\[
F = \sum_{i=1}^{m} \frac{|C_i^*|}{|S|} \times \max_{j=1, \ldots, n} F(i, j).
\]

(16)

It is obvious that best results are obtained when there is a perfect match between human reference and the clustering output. Table I presents the results of the proposed clustering algorithm. The number in parenthesis, next to the name of each movie clip, represents the manually selected number of distinct actors in a movie clip (ground truth). We see that the \( F \)-measures obtained are very good, better than the ones proposed in [6]. The average \( F \)-measure was found to be \( F = 92.87 \% \). All images that have been detected vary in scale, pose and expression, as can be seen in Figure 2, providing evidence for the robustness of the algorithm.

By analysing a specific movie clip called “Forest Gump”, we have extracted a total of 184 detections, which belong to 6 different actors. When we applied the algorithm in order to split the facial images into clusters, we ended up with 8 facial image clusters, while the \( F \)-measure was 79.81%. Then, merging was applied and the facial image clusters were reduced to 5, giving an \( F \)-measure of 98.63%. Figure 2 illustrates one of the clusters of this movie clip.
IV. CONCLUSION

We have presented a novel algorithm for clustering facial images originated from movies. It is important to remark that face clustering in videos is a difficult task, due to the significant illumination, pose and facial expression variations. The technique of first partitioning a set of facial images and then deciding if some of the clusters should be merged appears to yield satisfactory results, in terms of the $F$-measure performance metric.

In the future, we aim to improve the proposed face clustering method, by testing different criteria for the split and merge steps. We shall also focus our efforts on merging clusters more efficiently, for example by attempting to merge more than two clusters at a time. Moreover, we shall try to find a way in order to handle false detection results within the framework (i.e. with a special cluster where all false detections can be placed in).
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