3D FACIAL EXPRESSION RECOGNITION USING ZERNIKE MOMENTS ON DEPTH IMAGES

Nicholas Vretos, Nikos Nikolaidis and Ioannis Pitas

Informatics and Telematics Institute
Centre for Research and Technology Hellas, Greece
and
Department of Informatics, Aristotle University of Thessaloniki
Thessaloniki 54124, Greece Tel,Fax: +30-2310996304
e-mail: nikolaid.pitas@aiia.csd.auth.gr

ABSTRACT

In this paper we propose a new method for 3D facial expression recognition. We make use of the Zernike moments, which are calculated in the depth image of a 3D facial point cloud. Combining, the Zernike moments along with the 3D point clouds and the depth images, we succeed in tackling problems arising in facial expression recognition due to affine transformations of the data, such as translation, rotation and scaling which, in other approaches are considered very harmful in the overall accuracy of a facial expression recognition algorithm. Support vector machines are used in order to classify the previously extracted features. Results are drawn in two publicly available databases for 3D facial expression recognition.

1. INTRODUCTION

Recent advances in image and video processing are often oriented towards human centered analysis of the image content. Face is perhaps the most important element of the human body since it is the basic means through which humans recognize other humans. Moreover the face and its expressions are the main channels humans use to communicate their feelings. Many algorithms have been built in order to detect [1], track [2] and recognize [3] human faces. In [4], Ekman has established, under an anthropological investigation, six main facial expressions which are used in order to communicate emotions between humans. These are until now considered as the most inter racially interpretable facial expressions. Most of the efforts in facial expression recognition are targeted at recognizing those six facial expressions or a subset of them. These expressions, which stem from the early years of homo sapiens, where evolved due to the need of communication between humans before spoken language development and are used until now but in a different context and more or less subconsciously. Those six facial expressions are related to the emotions of anger, surprise, happiness, disgust, fear and sadness [4]. Often in facial expression recognition, a seventh class is considered which models the neutral face.

Facial expression recognition in video sequences and still images is a very important research topic with applications in human-centered interfaces, ambient intelligence, behavior analysis etc. One consideration that has to be taken into account when designing facial expression recognition algorithms is the fact that a facial expression is a dynamic process that evolves over time and includes three stages [5]: an onset (attack), an apex (sustain) and an offset (relaxation). Many facial expression recognition algorithms operate on the video frame (or still image) that corresponds to the expression apex. Based on the approach used, facial expression recognition algorithms can be classified in two main categories: image-based (or image feature-based) and model-based ones. Each approach has its own merits. For instance, image-based algorithms are faster, as no complex image preprocessing is usually involved. On the other hand, model-based approaches employ a 2D or 3D face model, whose fitting on the facial image [6] implies significant computational cost. Despite being computationally demanding, model-based approaches are popular, because they can capture essential geometrical information for facial expression recognition [6]. An overview of the state of the art in facial expression recognition can be found in [7].

3D object description based on 3D point clouds has become very popular during the last years due to the technological advances in the field of 3D point clouds acquisition and manipulation e.g. by using new more accurate and less expensive 3D scanners and digitizers. In human-computer interfaces, 3D point clouds have already been used in facial expressions recognition and face recognition tasks with satisfactory results so far [8],[9]. The main issue that has to be tackled by these methods, is the 3D point cloud matching/registration and although algorithms exist, which provide some solution to the problem they usually are computationally expensive and practically not robust for noisy point clouds [10].

In this paper we propose a new method for 3D facial expression recognition which makes use of facial depth images, constructed from the facial 3D point cloud, and involves the Zernike image moments in order to create a feature vector which is then passed to a support vector machine (SVM) trained to recognize the 6 basic facial expressions. With this approach, we eliminate the need of matching the points of two facial 3D point clouds and we provide robustness against rotation, translation and scaling of the facial 3D point clouds. The paper is organized as follows: in section 2, we discuss the method of converting a 3D point cloud into a depth image. In section 3, the Zernike based feature vector is analyzed and its useful prop-
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erities of robustness are discussed. In section 4, results on 2 publicly available databases are presented. Finally, conclusions are drawn in section 5.

2. CONSTRUCTION OF DEPTH IMAGES FROM 3D FACIAL POINT CLOUDS

Depth images, also known as, range images, xyz maps, surface profiles and 2.5D images, are representations of 3D scenes by means of 2D images, where intensity at each pixel encodes the relative depth from a reference plane [11]. During the last decade depth images gained attention in many areas of 3D image processing, mainly due to the ease of extraction from standard commercial scanners [11] and the underlying explicit spatial organization provided from the 2D image support (i.e. the image x-y plane).

In human specific tasks like 3D face recognition and 3D facial expressions recognition, depth images have not been exploited thoroughly yet. Although some works exists in 3D face recognition [12], in 3D facial expression recognition, to the best of the authors knowledge, no work exists that makes use of depth images to represent the facial information.

Before proceeding to the depth image calculation we perform a Principal Components Analysis (PCA) based registration step to align the 3D facial points clouds corresponding to different faces. The method we use is the one in [13]. Therein, it has been shown that due to the geometry of the facial 3D points cloud the maximum variance axes are consistent between different face models. Thus, alignment of the 3D point clouds can be achieved by identifying and aligning these axes. Although in practice, mainly due to outliers, this assumption of the 3D point clouds can be achieved by identifying and aligning these axes. Although in practice, mainly due to outliers, this assumption may not always hold the resulting errors are only slight rotations of the maximum variance axes and do not alter the results of facial expression recognition significantly. Moreover, as will be detailed later on, such errors are tackled by using the Zernike moments, which are robust towards rotation.

The reference xy-plane, from which depths/intensities are calculated, is the plane defined by the minimum z value of the 3D point cloud and the plane defined by the two major axes of the PCA. This way different 3D facial point clouds have, if not equal, similar reference xy-planes. It has to be emphasized that small differences in the reference z point (i.e. between different depth images) do not impose a problem due to an adaptive histogram equalization, which is performed subsequently as will be detailed shortly.

Depth images, derived from 3D point clouds, can be modeled as a map from \( \mathbb{N}^2 \) to \([0, 1]\):

\[
 f(\phi(x), \phi(y)) = z, \tag{1}
\]

where \(x, y, z\) are the Cartesian coordinates of the 3D points cloud, with \(z\) normalized in \([0, 1]\), and \(\phi()\) a function from \(\mathbb{R}\) to \(N\), where \(N \times N\) the final image resolution. Function \(\phi()\) is the quantization function used to map real spatial coordinates to the image support. In our case \(\phi()\) is a cubic interpolation function. In Figure 1, an example is shown for a 3D facial point cloud.

In order to provide better 3D facial expression recognition rates, and solve the problem of different \(z\) values between depth images due to different reference planes, we process the depth images by performing adaptive histogram equalization (AHE). In Figure 2, a facial depth image that has been equalized is shown.

![Fig. 1. Transformation of a facial 3D points cloud to facial depth image.](image1)

![Fig. 2. Preprocessing of a facial depth image with AHE.](image2)

3. ZERNIKE MOMENTS ON DEPTH IMAGES

In [14], Zernike has introduced a set of complex polynomials, which form an orthogonal set over the interior of the unit circle. Based on these polynomials, in [15], the Zernike moments were proposed in order to tackle several problems arising from the use of raw moments in image processing such as redundancy of the moments, as well as, difficulty in the recovery of the image from these moments, due to high computational burden. Another issue related to Zernike moments, other than the orthogonality, is that they are robust to rotation due to their circular nature.

The Zernike polynomials are defined in the unit circle as:

\[
 V_{nm}(x, y) = V_{nm}(\rho, \theta) = R_{nm}(\rho) \exp(jm\theta), \tag{2}
\]

where \(n \in \mathbb{N}, m \in \mathbb{Z}\) subject to constraints \(n - |m|\) even and \(|m| \leq n\) and \(\rho, \theta\) the polar coordinates corresponding to \(x, y\) Cartesian ones. The radial polynomial \(R_{nm}(\rho)\) is defined as:

\[
 R_{nm}(\rho) = \sum_{s=0}^{\min(n-|m|, n+|m|)} (-1)^s \cdot \frac{(n-s)!}{s! \left(\frac{n+|m|}{2} - s\right)! \cdot \left(\frac{n-|m|}{2} - s\right)!} \rho^{n-2s}. \tag{3}
\]
Table 1. First 5 orders of Zernike Moments.

<table>
<thead>
<tr>
<th>Order</th>
<th>Moments</th>
<th>$N_0$ of moments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$A_{00}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$A_{11}$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$A_{20}, A_{22}$</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>$A_{31}, A_{33}$</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>$A_{40}, A_{42}, A_{44}$</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>$A_{51}, A_{53}, A_{55}$</td>
<td>3</td>
</tr>
</tbody>
</table>

Finally, the Zernike moments of order $n$ and repetition $m$ of an image described by a function $g(x, y)$ can be defined as follows:

$$A_{mn} = \frac{n+1}{\pi} \sum_{x} \sum_{y} g(x, y)V^*(\rho, \theta), \quad x^2 + y^2 \leq 1. \quad (4)$$

For a more detailed insight of the Zernike moments the interested reader may refer to [14]. In our case we use the first 20 Zernike moments of all repetitions, which results in a total of 121 moments that will be the final length of the feature vector. In Table 1, Zernike moments up to 5th order are shown.

Before calculating the Zernike moments, we extend our original depth image into an image of larger dimensions, in such a way that, most of the information of the depth image can be included in the Zernike limiting circle. To do so we calculate the square, whose inscribed circle is at the same time circumscribed in the square defined from the largest dimension of the original facial depth image. In more detail, let consider that the initial image dimensions are $N_1 \times N_2$ with $N_1 > N_2$. The enlarged image dimensions are $N'_1 \times N'_1$, where $N'_1$ is calculated as $N'_1 = N_1 \sqrt{2}$. The pixels of the border added around the original facial depth image in order to reach the new dimensions are set to 0. Figure 3, illustrates this process.

Fig. 3. Extension process to include all available information to the Zernike circle.

Once the feature vector is calculated for all facial depth images, we use an SVM multiclass classifier [6], trained for the 6 facial expressions mentioned before. SVMs were chosen due to their good performance in various practical pattern recognition applications [16]-[19], and their solid theoretical foundations. SVMs minimize an objective function under certain constraints in the training phase, so as to find the support vectors, and subsequently use them to assign labels to the test set. Many SVM variants exist. These include both linear and non linear forms, with different kernels being used in the latter.

4. EXPERIMENTAL RESULTS

We have performed experiments on 2 different 3D Facial Expressions Databases. The BU3DFE [20], and the Bosphorous [21]. The BU3DFE consist of 100 individuals (44 male and 56 female) with 6 emotions each and with 4 levels of intensity at each emotion. This results in a total of 2400 different point clouds. In our case we used only the high intensity facial expression level, thus, we have 600 different facial 3D point clouds. On the other hand, the Bosphorus database, consists of 105 individuals which, do not perform all six facial expressions. Only 65 out of 105 have a full facial expression set. This results, in our case in a total of 390 (i.e. $6 \times 65$) different 3D facial point clouds.

In both cases we followed the same approach (described in section 2) for the creation of facial depth images, although, in [21], predefined facial depth images are provided. We have run several experiments in order to calibrate the SVM parameters through a grid search for different kernels (i.e. linear, rbf and polynomial). Results are presented in Table 2 and Table 3. These results are the outcome of a person-based 5-fold cross validation test. That is, we exclude 20% of the individuals at both databases and we train with the remaining 80% of the individuals. This procedure ensures that when recognizing the facial expressions of an individual none of its image are included in the training set. Doing a greedy 5-fold cross validation where expressions from the same individual may be included, at the same time, in the training and the test sets, can results in erroneous interpretation of the results.

The achieved overall accuracy in 3D facial expression recognition was 73% for BU3DFE and 60.5% for Bosphorus, respectively. The best accuracy with respect to a particular facial expression is 86% for happiness in the BU3DFE database, while 92.3% is achieved for the same expression in Bosphorus database. Despite the fact that other methods that operate on 3D point clouds have been shown to achieve better facial expression recognition rates in the same databases, the superiority of these methods is rather artificial as they are based on the assumption that manually selected points and/or landmarks will be available.

Table 2. Confusion matrix for 6 facial expression on the BU3DFE database.

<table>
<thead>
<tr>
<th></th>
<th>Ang</th>
<th>Dis</th>
<th>Fea</th>
<th>Hap</th>
<th>Sad</th>
<th>Sup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ang</td>
<td>61.0</td>
<td>5.0</td>
<td>6.0</td>
<td>1.0</td>
<td>19.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Dis</td>
<td>10.0</td>
<td>79.0</td>
<td>12.0</td>
<td>4.0</td>
<td>4.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Fea</td>
<td>3.0</td>
<td>6.0</td>
<td>63.0</td>
<td>8.0</td>
<td>7.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Hap</td>
<td>1.0</td>
<td>2.0</td>
<td>9.0</td>
<td>86.0</td>
<td>2.0</td>
<td>0</td>
</tr>
<tr>
<td>Sad</td>
<td>25.0</td>
<td>4.0</td>
<td>5.0</td>
<td>0</td>
<td>68.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Sup</td>
<td>0</td>
<td>4.0</td>
<td>5.0</td>
<td>1.0</td>
<td>0</td>
<td>81.0</td>
</tr>
</tbody>
</table>
Table 3. Confusion matrix for 6 facial expression on the Bosphorus database.

<table>
<thead>
<tr>
<th></th>
<th>Ang</th>
<th>Dis</th>
<th>Fea</th>
<th>Hap</th>
<th>Sad</th>
<th>Sup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ang</td>
<td>70.8</td>
<td>13.8</td>
<td>9.2</td>
<td>0</td>
<td>23.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Dis</td>
<td>12.3</td>
<td>38.5</td>
<td>6.2</td>
<td>1.5</td>
<td>18.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Fea</td>
<td>3.1</td>
<td>7.7</td>
<td>43.1</td>
<td>1.5</td>
<td>4.6</td>
<td>46.2</td>
</tr>
<tr>
<td>Hap</td>
<td>0</td>
<td>6.2</td>
<td>1.5</td>
<td>92.3</td>
<td>3.1</td>
<td>0</td>
</tr>
<tr>
<td>Sad</td>
<td>13.8</td>
<td>10.8</td>
<td>6.2</td>
<td>4.6</td>
<td>50.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Sup</td>
<td>0</td>
<td>3.1</td>
<td>33.8</td>
<td>0</td>
<td>0</td>
<td>47.7</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper a new method for 3D facial expression recognition has been proposed. The use of facial depth images combined with Zernike moments is exploited and results are drawn for 2 public 3D facial expressions databases. The calculated features are robust against affine transformations of the facial 3D points clouds, which makes the proposed method efficient. 3D facial expressions recognition rates 73%, as well as, the ease of extracting depth images from facial 3D points clouds, provides evidence that the method can be used efficiently for real life applications.

At this point, we have to emphasize the fact that our approach can be considered as a 3D facial expressions recognition approach that is applicable to real situations. Most attempts so far use a predefined set of manually selected points or landmarks, which makes these methods difficult to use in practice. In our approach, due to the use of depth images there is no need for such a landmark selection step. Everything is handled in the facial depth image level, where the use of Zernike moments assures the rotation invariance, while the mapping to the image $xy$-plane that create images of the same size provides scale invariance to the framework.
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